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Activities at EWGAE 2004 
 

 
EWGAE2004 participants. 

  
  Dr. V. Svoboda opening the meeting;  Mr. H. Vallen with Banquet speaker, Prof. Tensi. 

 
Late dinner after an evening city tour of Berlin. 
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In Memorium 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

PHILIP RICHARD (DICK) BLACKBURN    (1937-2003) 
 
It is with deep sorrow that we learned of the passing of one of our esteemed colleagues. 
Dick Blackburn passed away in his home in Buffalo, New York, Sunday, December 7, 
2003, of diabetes-related causes. He was 66 years old. Dick is survived by his three 
daughters, Melanie Hoffman of Bethesda, MD, Elizabeth Dziersk of Winnetka, IL, and 
Amy Gable of Aliso Viejo, CA; his former wife, Martha Rumage Blackburn of 
Albuquerque, NM; his mother, Margareta Blackburn of Rosemont, PA; a sister, Judith 
Hawkins of Mount Holly, NJ; and six grandchildren. 
 
Dick Blackburn was born January 4, 1937 in Philadelphia, PA. He received his B.S. 
degree in aeronautical engineering in 1959 from Rensselaer Polytechnic Institute in 
Troy, NY. 
 
After spending over a decade at various aircraft and aerospace companies, Dick joined 
the engineering staff at Union Carbide Corp., first in Indianapolis, IN, then in Tarrytown, 
NY. In 1976 he moved to Tonawanda, NY with the Linde Division of Union Carbide, 
which later became Praxair Corp. He spent over 25 years in the development of plant 
operations in the industrial gas business. Dick implemented AE testing of gas cylinders 
and of trailer tubes in lieu of hydrostatic testing. After retiring from Praxair in 1995, he 
became a consultant in acoustic emission. 
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After becoming involved in acoustic emission testing, Dick began attending AEWG 
meetings, his first being the 21st at Ithaca, NY in 1980. He became a member of the 
AEWG at the 26th in 1984. At the 37th meeting in Sacramento in 1994, Dick received 
the AEWG Achievement Award "...in recognition of his pioneering work in the 
development, application, and acceptance of an acoustic emission technique to test 
compressed gas tubes, his leadership in writing ASTM Standard E 1419-91, Standard 
Test Method for Examination of Seamless, Gas Filled, Pressure Vessels Using Acoustic 
Emission, and his efforts in getting this concept accepted by the Compressed Gas 
Association and other technical bodies throughout the world." At the following meeting 
in 1995, he received the AEWG Fellow Award. In 1997, Dick was elected an officer of 
the AEWG, serving as Secretary-Treasurer of the 40th and 41st meetings, Vice-
Chairman of the 42nd and 43rd meetings, and Chairman of the 44th and 45th meetings. 
He was Past-Chairman when he passed away. Dick was a member of the American 
Society for Testing and Materials (ASTM), serving as Secretary of Subcommittee E7.04 
on Acoustic Emission Testing; and a member of the American Society for 
Nondestructive Testing (ASNT). Dick was a certified ASNT Level III in Acoustic 
Emission. During his career he published a number of technical papers on acoustic 
emission testing and received four patents. 
 
Dick had a unique sense of humor and a very direct, no-nonsense approach to business 
matters. According to his daughter Amy, these were characteristics that carried over to 
all other areas of his life. Dick was a lifelong aficionado of jazz, especially Be-bop, 
hence the pony tail. He loved good food and a good cigar. He was a voracious reader of 
contemporary American literature and had a deep appreciation for art. Dick will be 
sincerely missed by his family, friends, and colleagues. 
 
 
 Thomas F. Drouillard 
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Professor Hans Maria Tensi 
 
 
Professor Hans Maria Tensi retired from his extraordinariat at the Technical University 
Munich (TUM) in 2000. He was born in Bavaria, Germany in 1932. For his doctoral 
work, he studied acoustic emission during crystallization of metals and their mechanical 
loading. From 1971 up to his retiring he held the position as head of FATUM in the 
Faculty of Scientific Engineering, Institute of Metallurgy TUM. One of his interests was 
the fundamental of solidification of metals and alloys. Therefore he made crystallization 
experiments under micro-g-conditions on-board US- and USSR- spacecrafts to study 
the mass transport in the vicinity of solidification fronts. Using these results he was able 
to develop high strength materials - the latest success being the development of 
material and parts for AIRBUS planes. His other great interest was the scientific 
background of quenching heated metallic parts and the control of their distortion. Other 
work involved diffusion bonding with superplastic forming and human implants. These 
resulted in about 140 journal articles, three books and numerous presentations and 
lectures.  He is a member of ASM International and TMS, Deutsche Gesellschaft für 
Materialkunde (DGM), Verein Deutscher Eisenhüttenleute (VdEH). Professor Tensi is a 
Fellow of ASM and received many awards of international scientific associations. Up to 
his accident in 2000, in the frame of his consulting office, he was scientific adviser of 
industrial companies. (HMT) 
 

 
Professor Tensi (left) at the installation as Fellow of ASM International. c. 1998 

 I-12 



 
THE KAISER-EFFECT AND ITS SCIENTIFIC BACKGROUND 

 
HANS MARIA TENSI 

Metallurgie und Metallkunde, Technische Universität München, Munich, Germany 
 

Preface 
 

This paper is given on the occasion of honoring Joseph Kaiser with a festive event at the 26th 
European Conference on Acoustic Emission Testing in Berlin, September 2004 and the dedica-
tion of a commemorative plaque at the Technical University Munich, the birthplace of the acous-
tic emission technology, by the Acoustic Emission Working Group. 
 
Outline of This Paper 
 

With this presentation three goals shall be achieved: 
• Firstly important facts from the works of Joseph Kaiser will be presented, which lead to 

the discovery of the "Kaiser-Effect". I also want to emphasize the severe technical and 
organizational problems in Germany during 1945 - 1950. 

• Secondly I want to define exactly the phenomenon of the "Kaiser-Effect". This effect has 
already been studied in the sixties and seventies of the last century and I shall refer to ex-
perimental results from that time. 

• Thirdly I will describe the solid-state background of the acoustic emission (AE) during 
mechanical loading of metals and alloys. Additionally this analysis is correlated with 
other sources of an AE. Results of newer research are mostly presented schematically. 

This paper is not intended to be a summary and aggregation of the literature from this area. The 
few references are fundamental research papers directly covering this topic. 
 
1. Work of Joseph Kaiser 
 

Immediately after World War II in 1945, Dipl.-Ing. (Univ.) Joseph Kaiser visited the chair of 
the mechanics at the Technical University Munich (TUM), Prof. Dr. phil. Ludwig Föppl. He 
asked Prof. Föppl whether he could do research on the sounds which metals issue upon mechani-
cal stressing. 

 
The so-called "tin-cry" had already been known in the Middle Ages. Tin-casters had manu-

ally cambered tin plates and listened to the "tin-cry". Thus they could estimate the material qual-
ity of those plates given to them for melting. The sound revealed whether the plate contained 
many impurities, for example, Pb and Zn - disallowed even then - which would reduce the bril-
liance of the new castings. 

 
In 1945, two points made the project very questionable: could the technical effort for the 

measurements be done in post-war Germany and are there at all other technically interesting 
metals which would issue sounds? One has to imagine the situation at that time: about 80% of 
Munich and the Technical University in its center were destroyed. Figure 1 gives an impression 
of the TUM in 1945. Of course, the circumstances for such an innovative research were pretty 
bad! 
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Fig. 1  Technical University of Munich (TUM) destroyed during the World War II. 1945/46. 
front: The ‘Auditorium Maximum’; rear: institutes and laboratories; in front of all one of the 
famous two ‘Rosselenker’ (leader of a horse). Source: Münchener Stadtmuseum, Archiv für 
Fotographien. 
 

Nevertheless, Prof. Föppl had fundamental scientific interest in researching the background 
of technical materials' behavior under mechanical stress. Such research had been done world-
wide at that time. Only little was known on the processes in the crystal lattice upon deformation. 
Hence, Prof. Föppl gave his approval and Kaiser could start with his work. First we ought to pay 
attention to Kaiser’s doctoral thesis, which was finished in early 1950. Figure 2 shows the cover 
of this work. 

 
At first Kaiser had to build his devices from fragments of obsolete military equipment. He 

built piezo-crystal microphones from quartz- and Rochelle-salt-crystals, all electronic devices 
(e.g. a dc-amplifier with a maximum amplification of 106) and as displays for the acoustic sig-
nals an oscilloscope with an old Braun tube (CRT). 

 
In about 1947, his first experimental setup was completed (Fig. 3). This setup was continu-

ally improved (especially when better-suited parts had become available). The figure shows an 
old pendulum tensile testing device, which could only be manually operated because of the 
background noise. The specimen had the tightly fitted microphone at its top (Fig. 4), the signals 
were transferred via a pre-amplifier (VV) and a main-amplifier (HV) to the oscilloscope. 
 

There was a hard and nearly unsolvable problem remaining: how to record and sample the 
signals permanently? The institute had a cine camera with a continuous film transport (with the 
maximum of 30 m/s). When switching off the time sweep in the oscilloscope, this could serve as 
a signal sampling and registration device in principle. 
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Fig. 2  Cover page of Kaiser’s doctoral thesis from February 15th 1950; Library of the Tech-
nische Hochschule München ‘Diss.10/1320.' 
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Fig. 3  Photograph of the first experimental set-up to measure the Acoustic Emission (AE) with 
pendulum tensile machine, amplifier and oscilloscope from 1949; J. Kaiser ‘Diss.10/1320' 
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Fig. 4  Experimental set-up of tensile probe’s gripping with the piezo-microphone in the tensile 
machine; J. Kaiser ‘Diss.10/1320' 
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Unfortunately the camera could only re-
cord for about 30 seconds, which was too 
little in comparison to the length of a tensile 
test. Also because of the infernal noise pro-
duced by the camera, such registration was 
out of the question. 

 
At least Kaiser could use this signal reg-

istration method for checking his self-
designed piezo-microphones. To give an 
impression of the effort and hardship of ana-
lyzing the registered high-frequency signals, 
at that time all photographs from signals 
shown in the CRT had to be analyzed by a 
measuring stick! 
 

Finally, a 16mm-cine camera acted as a 
sufficient makeshift device to record the AE 
of complete tensile tests. Its mechanical 
transport mechanism did not produce loud 
noise. The oscilloscope’s time sweep was 
activated during the experiments. 

 
Figure 5 shows the example of a suc-

cessful experiment. Kaiser told that typically 
many experiments had to be done until all 
components of the setup were simultane-
ously (!) working correctly: When testing 
the specimen from soft carbon steel, the 
load-elongation-curve shows the linear 
Hooke’s law area and at its end a distinctive 
yield strength. After that there is a monoto-
nous increase in load with discontinuities of 
the 'Portevin-le-Chatelier effect’ (also 'dy-
namic strain aging'). 
 

For some selected points of this curve, 
we show how each is represented in three 
pictures of the camera, recording the display 
of the CRT. This means the sampling is 
done within a time period of 3 x 1/25 s ap-
proximating a point in time. Those pictures 
were analyzed for 'jumps’, 'amplitude’ and 
'frequency’ of the signals with a measuring 
stick. 
 

 
Fig. 5  Stress-strain diagram of a tensile 
sample of soft carbon steel with triple pho-
tographs of the screen of the oscilloscope 
(with time sweep), assigned to points of the 
stress-strain function; J. Kaiser,  ‘Diss. 10 
1320'. 
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Fig. 6  Analysis of Fig. 5; J. Kaiser ‘Diss.10/1320' 

 
The result of this tedious analysis is shown in Fig. 6 (all evaluated characteristics were plot-

ted against the load or stress): The amplitude function shows an oscillation with three maxima, 
the frequency (in Hz) only has a maximum at about 7.5 kN. The position of the highest fre-
quency matches the position of the distinctive yield strength. Unfortunately due to the significant 
size reduction of the original picture, this cannot be satisfactorily recognized here. 

 
Another problem was the low resonance frequencies of the microphones, which were even 

decreased by the mechanical fitting to the specimen! Hence eight years later a qualification of 
the AE was done by a comparative energy measurement (where the acoustic energy is assumed 
to be proportional to frequency x amplitude).   

 
In his dissertation Kaiser examined different metals and alloys and even organic materials, 

like wood. 
 
The most important consequence of Kaiser's dissertation can be found on page 27, line 7 to 

10. Here he describes the effect when a specimen having previously been loaded to 500 N was 
loaded again over this previous maximum load. The original words from Kaiser: 

»Bei einer nun folgenden Wiederbelastung traten nur vereinzelt Sprünge auf, bis die ur-
sprüngliche Belastung von 50 kg wieder erreicht war und sofort war die Wirkung der Ef-
fekte in ihrer ursprünglichen Heftigkeit wieder zu erkennen.« 
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By a new reloading [of the tensile specimen] only few jumps occurred [in the photograph of the 
CRT] until the loading reached the former highest level of 50 kg and immediately the impact of the 
effects [acoustic emission AE] could be observed with the former vehemence. 

 
And in the summary of his dissertation on page 37, second paragraph, line 1 to 4: 

»Ein wichtiges Ergebnis der angewandten Versuchsmethode ist die Tatsache, daß nach-
träglich, ohne den Prüfling zu zerstören, sich Aussagen machen lassen über die Höhe der 
höchsten Belastung, die das Material bereits ausgehalten hat. Also die Kenntnis der Bean-
spruchung, die auf dem Material war und nicht nur augenblicklich ist.« 
 
One important result of this testing method developed is the fact that the ex-post statements can be 
made about the maximum of load, which the material has endured before, without destroying the 
probe. Also the knowledge of the stress that had laid on the material and not the stress, which ex-
ists at the moment. 
 

Those statements were the basis of the great success of his AE-measurements in the area of 
non-destructive material tests and are the core of the 'Kaiser-Effect’. For that reason Dr. Joseph 
Kaiser got a patent on his method for registering the AE upon mechanical loading of materials, 
Patent Nr. 852 771 -Kl.42 k Gr.34 01". Figure 7 (taken from his patent) describes how the ab-
sence of AE was exemplified by a tensile test, done by Kaiser. 

 
Fig. 7  The effect to determine the previous load on a probe by measuring the AE, first described 
in Dr. Joseph Kaiser’s doctoral thesis 1950; J. Kaiser’s Patent ‘Nr. 852 771 - Kl.42 k Gr.3401'. 
 

Those results were further circulated by talks at the departments of mechanics and of metal-
lurgy (now institute of materials) of the TUM and on international conferences and by publica-
tions. Figure 8 shows Dr.-Ing. Joseph Kaiser at the department of metallurgy of Prof. Dr. Heinz 
Borchers. 
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Fig. 8  Dr. Joseph Kaiser giving a lecture at 
the Technical University of Munich (TUM), 
Institut für Metallurgie und Metallkunde, 
about acoustic emission during tensile test-
ing; circa 1955; Prof. Borchers to the left of 
Dr. Kaiser; private photo of the Institute (R. 
Meier). 
 
 

During the very few days of the formal hand-over (in 1957), caused by his severe illness, Dr. 
Kaiser told me about a spectacular success of his method: In the United States a big pressure 
tank had burst although the pressure gage had shown that the specified maximum load had not at 
all been reached. Kaiser took tensile specimens from different areas of the burst wall of the pres-
sure tank. Apparently he took enough specimens and also at the relevant positions to do a strin-
gent analysis. By his AE-analyses of these specimens he could prove that indeed the tank wall 
had not been overstrained at any time. But the specimens from the support area were definitely 
overstrained! The tank had unnecessarily been welded to the support structure, which could later 
be verified. The strain peaks - originating from welding - were the cause of the catastrophe!  
 

Dr. Joseph Kaiser passed away in March 1958. 
 
2. AE Experiments with Mechanical Loading of Metals and Introduction of the Term 
'KAISER EFFECT' 
 

When in 1957 I was offered to do further research on those - at that time - unusual effects, I 
made some changes in the equipment: First of all the old pendulum tensile test machine was re-
placed by a hydraulic machine with a big oil accumulator tank. Using a specially designed valve 
system, the oil pressure could be applied to a floating working piston, such that its stroke re-
mained constant for different velocities and for loads up to 10 kN along the elongations to be 
expected. Of course during the experiments the pumps were switched off. 
 

Since there were many specimens made of different alloys and different kinds of heat treat-
ment the gripping was changed to also allow flat specimens. At first I abandoned Kaiser's aim of 
gathering a lot of experimental parameters (like graphical sampling of jumps, frequency and am-
plitude) and simply measured the AE with an electronic counter for frequency and amplitude.  
 



 
Fig. 9  Stress-strain diagram and AE-strain diagram of a soft-annealed steel sample with 0.15 
wt% carbon; H. M. Tensi’s doctoral thesis 1960. 

 
All tensile tests revealed similar diagrams as can be seen in Fig. 9 for a soft-annealed steel 

specimen with 0.15%C, which had been grinded extremely scale-free. In close conformance to 
Kaiser, the AE maximum is in the elongation area of the distinctive yield strength. 

 
The little AE in the Hooke’s law area is rather to be explained by faults in the experimental 

process (like imprecise gripping, the floating working piston or some deformed specimen). After 
passing the distinctive yield strength, the AE falls exponentially in the area of strain-hardening 
and a potential 'Portevin-le-Chatelier effect’, with following reduction of the cross sectional area. 
Finally, there is an extreme peak in the AE at the fracture point, which comes mostly from the 
machine. 

 
 

Fig. 10  The Kaiser Effect, schematic from Fig. 9; H. M. Tensi’s doctoral thesis 1960. 
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Figure 10 shows schematically the AE and the stress as functions against the elongation for a 
tensile test specimen, which has already been loaded up to point “Z”. Clearly the sudden AE 
increase upon passing the previous load can be recognized. 

 
With those kinds of diagrams (also of specimens with multiple step-like loads) since about 

1961 I established the so-called Kaiser-Effect and disseminate it in publications and lectures at 
international conferences to honor Kaiser's pioneering work, with the support of my doctoral 
advisor, Prof. Dr. Heinz Borchers. 

 
For illustration, Fig. 11a and 11b show the areas to use the Kaiser-Effect as shaded for func-

tions plotted against stress or elongation. 
 

 
 (a)     (b) 

Fig. 11a and b  Areas in the scales of stress and of elongation for using the Kaiser Effect. 
 
3. Reasons for AE during Mechanical Loading of Metals 
 
3.1 Dislocation reactions and 'up-hill-diffusion’ 

To understand the background of AE, different metals and alloys with different kinds of heat 
treatment were analyzed with tensile tests. At that time, the confirmed knowledge had been that 
the AE intensity has its maximum for an occurrence of a distinctive yield strength, i.e., during 
the extremely inhomogeneous plastic deformation. 

 
Hence different materials with different heat treatment and significant differences in the yield 

strength were compared with respect to their AE (Figs. 12a to d). As one can clearly recognize, 
the maximum of the AE in width and height decreases with the decrease of the yield elongation: 
from carbon steel (Fig. 12a) over differently heat-treated aluminum alloys (Figs. 12b and c) to 
pure aluminum (Fig. 12d). Pure aluminum has - after being high-temperature-annealed with 
abrupt quenching - not only the least strength but high ductility, but also the least AE. 
 

Those and other metallurgical research revealed that the AE is strongly influenced by inho-
mogeneous slip of the so-called slip dislocation. Dislocations are considered to be the only me-
dium for plastic deformation in metallic crystals.  This can be illustrated with a simplified model 
(see Figs. 13a and b): When applying a force the dislocations slip on so-called slip planes within 
the crystal. They distort the crystal lattice in their environment with fields of compression above, 
fields of tension below the slip-plane. In Fig. 13a the dislocations slip exactly for one lattice dis-
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Fig. 12a to 12d  Differences in yield strength elongation and AE of different materials and heat 
treatments to show the connection of yield strength and AE; H. M. Tensi’s doctoral thesis 1960. 
 
tance 'b' when a load is applied. Homogeneously distributed impurities will not disturb their 
movement. Integrating those multiple dislocation reactions, the material will deform very stead-
ily. 

 
Now consider a heat treatment which allows a so-called ‘up-hill diffusion’ of the impurities. 

They will diffuse to the lower side of the dislocation, where there is a local field of stress (Fig. 
13b). The impurities are now distributed heterogeneously near the dislocation. This causes a re-
lease of tension and the dislocations are blocked in their mobility. The local amount of shear 
stress increases, until the blocked dislocation is torn off of its so-called “Cottrell cloud” and it 
jumps over several lattice distances (n x 'b'). This causes minuscule concussions in the metal, 
which combine to the AE.  

 
Those models were later confirmed by specific solid-state analyses (e.g. with an electron mi-

croscope). 
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a)  b)  
 
Fig. 13a and b  Reaction of dislocation on a slip plane of a metal with impurity atoms. a) The 
impurity atoms are distributed homogeneously; the dislocations are not blocked. b) The impurity 
atoms create clusters at the dislocations and block them; by increasing stress the dislocation sud-
denly jumps out of the Cottrell cloud. 
 

 
Fig. 14  AE in dependence of the length of the yield strength elongation (or the increasing ‘up-
hill diffusion’) showing the influence on the AE by blocked dislocations. H. M. Tensi’s doctoral 
thesis 1960. 
 

To reinforce that theory about the AE, tensile tests were done with the same material but with 
various distinctive yield elongation. Those differences in the elongation for the yield strength 
were produced by heat treatment with materials with interstitial but also with substitutional im-
purity atoms. 
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Flat tensile test specimens from a technical AlMg3-alloy were at first heat-treated uniformly 
such that all impurity atoms (also the Mg-atoms) were homogeneously distributed within the 
crystal. Then several groups of specimens were differently heat-treated to produce different lev-
els of “up-hill-diffusion”. 

 
As had been expected from the theory (see Fig. 14), with little deviation the AE in specimens 

with zero elongation of the yield strength and no “up-hill-diffusion” (i.e. an ideal distribution of 
impurity atoms) increased monotonously to the specimens with the highest level of “up-hill-
diffusion” (and blocked dislocation). 
 
3.2 Stress AE caused by other events in materials and constructions 

In practice there are very seldom those simple materials we had during research where the 
theory can be applied without modification. When you want to apply the AE measurement, it is 
important to know the history of the material: its production as well as all its treatment when 
constructing the final technical product. Also one has to consider all imaginable stress conditions 
of the part in operation; e.g. corrosion with or without mechanical load. 
 

Besides the dislocation reactions described above, Figs. 15a and b sketch some also impor-
tant microstructure properties, which affect the triggering of the AE. At position 1 there is a so-
called micro-cavity (note that there are no macro-cavities, since we assume that the material is 
fault-free in a technical sense). The micro-cavity is caused by the solidification and normally 
cannot be prevented. Even when the casting material is post-processed by heat and/or mechanical 
treatment, removal of the micro-cavities is impossible without leaving other faults. 

 
Such cavities are characterized by extremely sharp notches. Already for a very small me-

chanical load the local stress accumulates near this notch because of the so-called 'notch-stress’ 
(after H. Neuber). Dislocation processes (as described above) start very early in those areas, even 
when the part is still for most of its volume in its elastic deformation phase (where the Hooke’s 
law applies). 

 
Additionally those notches tear open and the surface of cavity gets larger (Fig. 15b). When 

the load of the part (or specimen) vanishes, those exposed surface fold up. When a reload is ap-
plied those planes are separated again. This causes rubbing noises with additional AE, even 
though the previous load has not yet been exceeded. 
 

a)

without any external tensile load

1

2

3

4

 

b)

load

load

1

2

3

4

 
 
Fig. 15a and b  Metallurgical irregularities in the structure of technical materials contributing to 
the AE. 1: micro-cavities; 2: internal cracks and fissures; 3: inclusions e.g. metallic and non-
metallic phases; 4: external cracks. a) without external load; b) with load applied. 

 S14  



This example makes clear what kind of sources the AE has: normal dislocation reactions, re-
inforced dislocation reactions caused by the 'notch-stress’ and repeated tearing open of notches 
followed by folding up of the cavity flanks: the Kaiser-Effect blurs for reloading. 
 

At position 2 in Figs. 15a and b there is an internal crack: It can be so minuscule that it is in-
visible even for ultrasonic. But it will cause the same effects causing AE as the cavity. At posi-
tion 3 in Figs. 15a and b there is an inter-metallic phase having a needle or plate shape from its 
formation or from hot rolling. Inter-metallic phases (IP) typically have no ductility, and this 
causes their extreme brittleness. They are mechanically comparable to a crack in the grid (see 
above). Additionally they have a very weak connection to the interface of the lattice such that 
they behave like a crack. All mechanisms of AE triggering described above can be applied here. 
The refractory IPs may break and cause cracks or additional sharp edges, which multiply those 
effects. 

 
At position 4 there is an external crack. This may be caused by leaking dislocations (so-

called extrusions) often in combination with corrosion. This is the dangerous 'stress-corrosion’, 
where crack growth is exponential. The tensile test for such a specimen also shows only a 
blurred step in the AE-function and thus only an indistinct Kaiser-Effect. A simplistic interpreta-
tion of the Kaiser-Effect is not appropriate here, because when you ignore the stress-corrosion 
before you would expect a distinctive Kaiser-Effect. Hence whenever you find this behavior of 
AE it may be an indication of stress-corrosion! 

 
The theory presented above has been proven correct in many situations from practice. 

 
4. Summary 
 

In this paper the cornerstones of the work of Dr. Joseph Kaiser were described as far as nec-
essary to understand the Kaiser-Effect. 
 

I have mostly reverted to original presentations of Kaiser. This should also emphasize the 
nearly unimaginably hard circumstances of his research in post-war Germany. Newer measure-
ments have revealed dislocation reactions as the cause of the AE and proposed the term “Kaiser-
Effect” to honor his pioneering work.  Additionally fundamental and other sources of AE have 
been described which can be found in real technical materials. 
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Abstract 

Based on the results of an earlier study, a specific scheme was demonstrated to identify acoustic 
emission (AE) source types using ratios of Lamb-wave modal amplitudes from two radiation di-
rections in an aluminum plate 4.7 mm thick. The modal amplitudes were obtained from certain 
peak magnitudes of wavelet transforms (WT) of the AE signals at a propagation distance of 180 
mm. The peak magnitudes were taken from energetic frequency-mode combinations. These 
combinations were the fundamental modes A0 at 60 kHz, S0 at 270 kHz and S0 at 522 kHz. The 
AE signal database was obtained using a validated finite element model (FEM) for three differ-
ent source types, each located at six or seven depths in the plate, which had large lateral dimen-
sions. The technique of source identification was demonstrated using ratios of the WT-
determined modal magnitudes of the signals at a radiation angle of 45˚ divided by those from a 
0˚ angle. Then, the effect on source identification of adding electronic noise (sensor/pre-
amplifier) to the FEM signals was studied. Due to the random nature of the experimental wide-
band noise, a statistical study was necessary. At each signal-to-noise (S/N) ratio, 50 cases were 
examined for certain depths of each source type. The percentage of correct source identifications 
was determined as a function of the S/N ratio. To obtain a high percentage of correct identifica-
tions, a S/N ratio of at least six to one was found to be necessary. 
 
Keywords:  acoustic emission; acoustic emission modeling; AE; electronic noise; finite-element 
modeling; modal AE; source identification; wavelet transform; wideband acoustic emission. 

 
# Contribution of the U.S. National Institute of Standards and Technology; not subject to copy-
right in the United States;  ∞ Trade names are included for information only; endorsement is nei-
ther intended nor implied. 

1. Introduction 

  In a previous publication [1], a technique to identify acoustic emission (AE) sources in a 
plate sample was demonstrated. The technique was based on the use of ratios of peak magnitudes 
at certain energetic frequency-mode combinations obtained from wavelet transforms (WT) of the 
AE signals. The WT-based peak magnitudes correspond to the magnitude of specific Lamb 
modes at energetic frequencies. The ratios were formed from the wavelet transforms of the AE 
signals present at various radiation angles from the AE source.  The approach was developed and 
validated using far-field (fully developed Lamb modes) AE signals, which were generated by 
finite-element modeling (FEM) in a plate of large lateral dimensions.  Since the forward-
modeling FEM technique starts with fully defined AE sources, the signal processing results 
could be related to different source types in an unambiguous fashion. This signal-processing ap- 
proach presumes a known source location relative to the location of the pseudo-AE sensors. Cur-
rently the technique has been demonstrated for a uniform propagation distance to each sensor. In 
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the future we plan to extend the technique to cases where the propagation distance to the sensors 
varies. 
 
 The purpose of the study presented here was to examine the impact of electronic noise on the 
accuracy of the source-identification approach. The authors were unable to locate any previous 
references of such studies. Since in real AE applications the signals that are measured result from 
the superposition of the source-based displacement waves and the electronic noise of the sensor-
preamplifier combination, the usefulness of the approach will depend on its sensitivity to the sig-
nal-to-noise (S/N) ratio. In the previous publication [1], the numerical noise in the FEM-
generated AE signals had no real effect since it was about three orders of magnitude below the 
signal amplitudes. 

2. The FEM-based AE Signal Database and Signal Processing 

 The previous publication [1] along with its references should be consulted for details on the 
database and signal processing. Briefly, the FEM signals (out-of-plane displacements of the top 
surface of the plate) from buried dipole sources were generated in an aluminum plate (1 m x 1 m 
x 4.7 mm).  The AE signals in the database were obtained at a propagation distance of 180 mm 
for seven in-plane radiation angles (0°, 12°, 22.5°, 45°, 67.5°, 78°, and 90°).  Three AE source 
types composed the database subset: (a) a single in-plane dipole in 0° direction (x-axis, the pre-
sumed applied stress direction); (b) a microcrack initiation with major axis in 0° direction; and, 
(c) a shear about the in-plane y-axis with the shear directions at 45° to the x-axis with no net 
moment.  The depths (from the top of the plate surface) to the modeled sources were 2.35, 2.037, 
1.723, 1.41, 1.097, and 0.783 mm for all three source types. Additionally, the in-plane dipole had 
one more source depth of 0.47 mm.    
 
 All of the FEM-calculated AE signals were processed in the following fashion.  Prior to per-
forming the wavelet transform, all the FEM-calculated signals were numerically filtered with a 
40 kHz four-pole Butterworth high-pass filter. Each filtered FEM signal had a WT performed 
[with the parameters listed in Ref. 1] upon it using an AGU-Vallen software program [see Ref. 
2].  The resulting output for each WT consisted of numerical values for the WT magnitude as a 
function of both time (source operation time zero to 150 µs with 0.1 µs increments) and fre-
quency (0 to 700 kHz in 3 kHz wide increments).  This output can be viewed numerically in a 
spreadsheet format or in a more qualitative, graphic format where various colors are used to indi-
cate the WT magnitude on a frequency-vs.-time plot.  For each WT, several features were ex-
tracted and recorded for energetic regions (largest WT magnitudes) of the WT results. First the 
overall absolute peak WT magnitude was recorded. Then, the predominant mode (A0 or S0) was 
determined and recorded at the previously documented [1, 3] three key frequencies of 60, 270 
and 522 kHz by use of superimposed group-velocity curves.  Additionally, the peak WT magni-
tude (modal magnitude) at each frequency was recorded.  These features, as extracted at these 
three key energetic frequencies, provided the raw data for the source identification scheme. 

 3. Terminology and Related Discussion 

 The frequency having the greatest peak WT magnitude as a function of time was defined as 
the “primary” frequency for each WT; in a similar manner, the other two frequencies examined 
were ranked with respect to their peak WT magnitudes (in descending order) as “secondary” and 
“tertiary.” It was observed that when the primary frequency occurred at 60 kHz, the mode that 
corresponded to the arrival time of the peak WT magnitude was always A0, whereas when the 
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primary frequency occurred at 270 kHz or 522 kHz, its mode was always S0.   These observa-
tions did not hold for the modes that were associated with the secondary- and tertiary-frequency 
WT peaks, but the modes were always either A0 or S0. 

4. Summary of Single-Mode WT Ratio Approach for Source Identification 

 In the previous publication [1], the radiation pattern of the peak WT magnitudes (as normal-
ized by the zero-degree direction value) for a fixed frequency and mode was found to be almost 
totally independent of the depth of the source.  Also for particular key frequencies and modes, it 
was determined that the radiation pattern changes as a function of the AE source type. Thus, 
among the three source types studied (in-plane dipole, microcrack initiation, and 45° shear with-
out a moment) and for the six or seven depths considered, it was observed that the source type 
could be uniquely identified by certain simple ratios of peak WT magnitudes at two selected ra-
diation angles by use of the primary frequency-mode combination, and in some cases addition-
ally by use of the secondary frequency-mode information. Figures 1 through 4 (shown with new 
figure numbers here), from the previous work [1], show the WT peak magnitude ratios for each 
combination of a given frequency, source type and mode as a function of the two radiation direc-
tions for each ratio. In subsequent discussion in this paper, the term “angle ratios” is used as 
shorthand to refer to the ratios of the WT peak magnitudes in two radiation directions. 
 

     
Fig. 1 Angle ratios of peak WT magnitudes for A0 mode at 60 kHz at various radiation angles for 
all three source types for 180 mm propagation distance 

5. Electronic Noise Effects on Source Identification by Single-Mode WT Magnitude Ratios 
for Various Radiation Angles 

 The successful application [1] of WT results to distinguish different AE source types depends 
on WT peak magnitudes (modal magnitudes) at the three key frequencies of 60, 270 and 522 
kHz in a 4.7 mm thick aluminum plate. Thus, the primary focus in this section is WT peak mag-
nitudes rather than AE signal magnitudes. Since the distinctions [1] between the source types 
depend on different “angle ratios” within a single mode at a time, the focus was on single-mode 
WT peak values as a function of the factors of source type, source depth and radiation angle. 
Figures 5, 6 and 7 show the pertinent WT-determined modal magnitudes versus the source depth 
for each of the three source types at a 0˚-radiation angle and a 180 mm propagation distance. For 
example, when the sources are located near the mid-plane these figures quantitatively show when 
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Fig. 2 Angle ratios of peak WT magnitudes for S0 mode at 522 kHz at various radiation angles 
for all three source types for 180 mm propagation distance. 

     
Fig. 3 Angle ratios of peak WT magnitudes for A0 mode at 270 kHz at various radiation angles 
for all three source types for 180 mm propagation distance. 
 

    
Fig. 4 Angle ratios of peak WT magnitudes for S0 mode at 270 kHz at various radiation angles 
for all three source types for 180 mm propagation distance. 
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Fig. 5 Modal magnitudes for 0ºdirection, in-plane dipole, 180 mm distance. 
 

    
Fig. 6 Modal magnitudes for 0ºdirection, microcrack, 180 mm distance. 
 

    
Fig. 7 Modal magnitudes for 0ºdirection, shear, 180 mm distance. 
 
the WT magnitudes for A0 at 60 kHz and A0 at 270 kHz become small or not identifiable. Thus, 
if electronic noise were present, for sources near the mid-plane, the source distinctions shown in 
Figs. 1 and 3 might not be present due to the potential for noise to significantly alter the magni-
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tudes of the WT peaks. On the other hand, Figs. 5, 6 and 7 quantitatively show that, for sources 
located nearer the surface, the WT peak magnitudes for S0 at 522 kHz and S0 at 270 kHz become 
small or not identifiable. Thus for similar reasons, the source distinctions shown in Figs. 2 and 4 
may not be useable when electronic noise is present for near surface sources. 
 
 Figures 5 through 7 show that, for the three source types, the primary frequency is either 60 
or 522 kHz. In certain cases two frequency-mode combinations were required to uniquely iden-
tify a source type [1]. Thus, from the point of view of maximizing S/N ratios, it is clear from 
Figs. 5, 6 and 7 that when a second combination is required, the 270 kHz modes should be used 
as the lower-amplitude second mode. For example, with an in-plane dipole (IPD) source at a 
depth of 0.783 mm, A0 at 270 kHz might be expected to provide a better S/N ratio than S0 at 522 
kHz.  
 

   
Fig. 8 Normalized peak WT magnitudes for A0 mode (averaged for multiple depths) for all three 
source types for 180 mm propagation distance. 
 
 To examine the final factor affecting the WT magnitude as related to S/N ratio concerns, the 
four frequency/mode combinations (in Figs. 1 through 4) were examined as a function of radia-
tion angle. Figure 8 shows the normalized WT peak magnitudes (averaged for the multiple 
depths shown in the figure) versus the radiation angle at the 180 mm propagation distance for the 
relevant frequencies (60 and 270 kHz) of the A0 mode. Also, Fig. 9 shows the normalized and 
averaged WT peak magnitudes at 180 mm for the relevant frequencies (270 and 522 kHz) of the 
S0 mode. The WT peak magnitudes were normalized by the zero-degree magnitudes. In general, 
these two figures show that the largest-magnitude decrease with increasing radiation angles takes 
place for the in-plane dipole source. The total decrease for this source type is about 98 % for all 
of the frequency/mode combinations. In addition S0 at 522 kHz for the microcrack initiation 
source also experiences a large decrease. For all three source types, most of the magnitude de-
crease occurs from 22.5 to 67.5 degrees at all four frequency/mode combinations.  
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Fig. 9 Normalized peak WT magnitudes for S0 mode (averaged for multiple depths) for all three 
source types for 180 mm propagation distance. 
 
6. Discussion of Radiation Angle Choices to form the Source Identification Ratios 

 The WT modal peak magnitude losses (Figs. 8 and 9) with increasing (0˚ to 90˚) radiation 
angle are possibly the most important aspect to consider when electronic noise is present. But, it 
is not just the loss with increasing angle that is a potential problem. The ability to distinguish the 
source types by the “angle ratios” as illustrated in Figs. 1 through 4 is critical. Since the presence 
of noise will have the least effect on the zero-degree direction peak WT magnitudes (which were 
always the largest), one of the angles selected for the WT magnitude ratio should be the zero-
degree direction. With this choice, it is likely that only the second angle required to form the ra-
tio will be most strongly affected by electronic noise. This approach is more desirable than hav-
ing both WT peak magnitudes that are used to calculate the ratio being strongly affected. Thus, 
the key choice is the second angle, which is greater than zero degrees.  
 
 Straightforward analysis demonstrated that with the current radiation angles the best choice 
for the second angle would be either 45˚ or 67.5˚. If 45˚ or 67.5˚ is chosen as the second angle, 
then there are some significant ratio distinctions between source types that are potentially resis-
tant to small noise-induced “angle ratio” errors. For example, using the 45˚/0˚ “angle ratio” from 
A0 at 60 kHz, a difference of (Fig. 1) about 32% (percent based on the no-noise ratio and the 
closest alternate source type) is present between the in-plane dipole and either the microcrack or 
shear sources. At this same “angle ratio”, the S0 at 522 kHz ratio exhibits (Fig. 2) a difference of 
about 34% between the shear source and either an in-plane dipole or a microcrack initiation 
source. For the alternate “angle ratio” at 67.5˚/0˚, the equivalent results are about 190% for the 
in-plane source as compared to the other two possible source-type choices for A0 at 60 kHz, and 
about 74% between a shear source and either the in-plane dipole or the microcrack source for S0 
at 522 kHz. These results suggest that a choice of 67.5˚ as the second angle would tolerate 
greater noise-induced ratio errors without resulting in incorrect source-type determinations. 
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Table 1 For mode and frequency combinations: (a) 45/0 degree average “angle ratios” and 
[ranges]; (b) 67.5/0 degree average “angle ratios” and [ranges]; (c) source depths (mm) averaged 
to obtain the values in part (a); (d) source depths (mm) averaged to obtain the values in part (b). 
 

(a)     
Source type A0/60 kHz A0/270 kHz S0/270 kHz S0/522 kHz 
In-plane dipole 0.50 [0.50-0.50] 0.50 [0.50-0.50] 0.50 [0.50-0.50] 0.49 [0.48-0.49]
45 Deg. Shear 0.66 [0.66-0.67] 0.64 [0.62-0.65] 0.69 [0.69-0.70] 0.74 [0.74-0.75]
Microcrack 0.68 [0.67-0.68] 0.71 [0.70-0.73] 0.64 [0.64-0.64] 0.46 [0.44-0.47]
(b)     
Source type A0/60 kHz A0/270 kHz S0/270 kHz S0/522 kHz 
In-plane dipole 0.15 [0.15-0.15] 0.15 [0.15-0.15] 0.15 [0.15-0.15] 0.15 [0.15-0.15]
45 Deg. Shear 0.43 [0.43-0.43] 0.38 [0.37-0.40] 0.48 [0.48-0.48] 0.59 [0.58-0.60]
Microcrack 0.45 [0.45-0.45] 0.51 [0.48-0.54] 0.38 [0.38-0.39] 0.09 [0.08-0.10]
(c)     
Source type A0/60 kHz A0/270 kHz S0/270 kHz S0/522 kHz 
In-plane dipole 2.037-0.47 1.41-0.47 2.35-1.097 2.35-0.783 
45 Deg. Shear 2.037-0.783 1.41-0.783 2.35-1.41 2.35-0.783 
Microcrack 2.037-0.783 1.723-0.783 2.35-1.723 2.35-1.41 
(d)     
Source type A0/60 kHz A0/270 kHz S0/270 kHz S0/522 kHz 
In-plane dipole 2.037-0.47 1.41-0.47 2.35-1.097 2.35-0.783 
45 Deg. Shear 2.037-0.783 1.41-0.783 2.35-1.41 2.35-1.097 
Microcrack 2.037-0.783 1.723-0.783 2.35-1.723 2.35-1.723 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

7. Development of a Quantitative Source Identification Scheme for Noise-free Signals 

 To continue this evaluation of the effect of electronic noise a quantitative “scheme” to ana-
lyze and identify all the noise-free signals in the three-source-type database was developed. This 
“scheme” was then used for two purposes. The first purpose was to determine which “angle ra-
tio” (45˚/0˚ or 67.5˚/0˚) best identified the noise-free signal sources. Then, the noise-free ratio 
values for the best “angle ratio” were used (in a later section) to determine when significant iden-
tification errors occurred when the signal plus noise data were analyzed with the same “scheme.” 
To assist in the development of this “scheme”, Table 1 was created. This table for the noise-free 
signals gives the average “angle ratio” values as well as their ranges for the 45˚/0˚ (a) and 
67.5˚/0˚ (b) angles. In addition the table provides [(c) and (d)] the applicable depths over which 
the “angle ratios” were averaged.  After development, the “scheme” was used to analyze each 
pair (from the two radiation angles) of AE signals as if their source type was unknown. Briefly, 
the “scheme” was to first find the primary frequency/mode for the zero-degree radiation direc-
tion. Then the WT peak magnitude in this direction was divided into the WT peak magnitude of 
the same frequency/mode combination from the second selected radiation direction (either 45˚ or 
67.5˚) to form a so-called “primary” “angle ratio”. This calculated ratio was then compared with 
the values in table 1 (which more accurately portrays the information in Figs. 1 and 2) to obtain 
input as to the source type. If the primary “angle ratio” was such that the source type was clearly 
defined, then the source type was recorded (labeled as “conclusion from table”). If the type was 
not clearly defined, the possible source types were recorded (“conclusion from table”). The ques-
tion about whether or not a source type distinction was clearly defined was 
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based on the percentage difference between the “angle ratios” given in Table 1 [(a) and (b)] for 
the different source types at a particular frequency/mode combination. If the difference between 
the average “angle ratios” for different source types (based on the smaller of the two ratios) was 
less than 8%, then the source type was assumed not to be clearly defined. Thus with the 45˚/0˚ 
“angle ratios”, each frequency/mode combination distinguishes only one source type from the 
other two, except for A0 at 270 kHz, where all three can be distinguished. In contrast the 67.5˚/0˚ 
“angle ratios” distinguish all three source types for all of the frequency/mode combinations ex-
cept for A0 at 60 kHz. The arbitrary choice of 8% as the minimum value to distinguish between 
source types was based upon an examination of the percentage differences between the average 
“angle ratios” as given in table’s 1(a) and 1(b). The lowest percentage differences between the 
average “angle ratios” of different source types were 3, 4.7, 6.5, 7.8 and 10.9%. Since the pres-
ence of noise would alter the “angle ratio” values, it was decided to use a minimum of an 8% dif-
ference to distinguish two different source types even though the noise-free “angle ratios” could 
successfully distinguish source types with smaller percentage differences.   
 
 In cases where the primary angle ratio did not uniquely define the source type, the WT peak 
magnitude of the secondary frequency/mode combination was determined in the zero-degree ra-
diation direction. This magnitude was then divided into the WT peak magnitude of the same fre-
quency/mode combination determined in the second radiation direction (either 45˚ or 67.5˚) to 
form a “secondary” angle ratio. This secondary angle ratio was then used with Table 1 (which 
corresponds to Figs. 1 through 4) to make the final determination of the source type. The results 
of the analysis by the “scheme” and a detailed example of the process of source-type determina-
tion are given in Appendix A and its associated tables A-1 and A-2. After examination of the re-
sults there (described in Appendix A), it was decided to focus on the effects of noise on source 
identification using the 45˚/0˚ angle ratio for the remainder of this research. The primary reason 
for this choice was due to the fact that the source identification “scheme” was not totally success-
ful when the 67.5˚/0˚ angle ratios were used. 
 

 
Fig. 10 Typical wideband experimental electronic noise (a) and FFT spectrum (b) showing the 
characteristics of the sensor/preamplifier system. 

8. Description of Noise Signals 

 To make the study of the effect of electronic noise as realistic as possible, the noise signals 
were obtained from a wideband high-sensitivity sensor developed at NIST-Boulder [4, 5]. The 
noise signals were recorded with the sensor coupled only to air and protected by soft foam from 
any airborne signals. A total of ten noise signals were available. Each signal had been digitized 
by a 12-bit waveform recorder with a sampling interval of 0.1 µs/point. Each signal was about 
16000 points in length, which resulted in the ten signals representing a total of about 16 ms of 
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noise.  A typical time domain and fast Fourier transform (FFT) from one of these ten signals is 
shown in Fig. 10. This slightly smoothed FFT was calculated after the signals had been numeri-
cally bandpass-filtered (six-pole Butterworth) from 40 kHz to 1.2 MHz. This filter (applied to all 
the noise signals) was used to make the noise signals more representative of the frequency range 
of the FEM-modeled signals. After modifying the signal amplitudes (so they were less than the 
FEM signal amplitudes) and changing the units to picometers, the noise signals were examined 
to determine their consistency. First, the peak magnitudes for the 10 noise signals were deter-
mined. The mean peak magnitude was found to be 0.63 pm with a dispersion (mean value di-
vided by the standard deviation) of 10% and a range of 0.54 to 0.73 pm. Thus the noise signals 
were considered to be relatively uniform in their peak signal magnitudes. 
 

    
Fig. 11 WT magnitudes versus time showing the random changes of the electronic noise (8192 
points) at the three key frequencies. 
 
 Before carrying out WTs on signal-plus-noise waveforms, some exploratory WTs were per-
formed on the electronic noise signals. Since the WT software was limited to 8192 points, each 
noise signal was split into two equal parts. This resulted in 20 sub-signals. The WT computations 
used the same parameters as for the FEM-based signals except that the number of points was in-
creased to 8192 to match the length of the 20 sub-signals. Then plots of WT magnitude versus 
time at each of the three key frequencies were obtained. Figure 11 shows results for one sub-
signal. It is clear from this figure that the WT magnitude versus time varies over a wide range for 
each of the three key frequencies. Comparisons of these results with those from the other sub-
signals showed differing variations of WT magnitudes with time. Also, the number of fluctua-
tions of the WT magnitudes increases with increasing frequency (likely a characteristic of the 
WT used in this research). Further, the WT magnitude variations in Fig. 11 imply that when 
noise is added to the FEM-generated AE signals, the WT peak magnitudes of the signal plus 
noise (S+N) could experience noise-induced modification. It might also be expected that in a 
particular S+N case the noise-induced changes in WT peak magnitudes would likely depend on 
the noise characteristics near the times where the noise-free AE signals have peak WT magni-
tudes (at the key frequencies) that represent the arrivals of the fundamental Lamb modes. Since, 
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for real-world AE signals, the amplitudes and frequencies of the underlying noise signal at the 
times of mode arrivals would be a random and unpredictable condition, it was concluded that a 
statistical study of noise effects would be necessary. 

9. Creation of Modeled AE Signals with Noise 

 To form a suitable noise database for a statistical study, the modified database of ten noise 
signals was divided into a total of 100 different segments, each nominally 160 µs in length. The 
S+N database was then constructed for particular cases (source type and depth) of interest. One 
noise signal was added to the FEM-based (noise-free) AE signal from a radiation angle of zero 
degrees, and another was added to the signal for the 45˚ radiation angle. Thus a pair of noise-
modified signals was obtained. Before adding the noise signals they were multiplied by a factor 
to obtain a certain S/N ratio. The “overall” S/N ratio was based on the peak amplitude of the 
noise-free FEM signal divided by the result of the same factor times the mean peak amplitude 
(0.63 pm, given above) representative of all the noise signals. The overall S/N ratio was also 
based on the noise-free AE signal’s peak amplitude in the zero-degree radiation direction. Thus, 
since the same factor was used to prepare each noise signal for addition to the 45-degree FEM-
based AE signal, the real S/N ratio in that direction was actually less. The decrease in the S/N 
ratio in this direction depends on the loss of peak AE signal amplitude with radiation direction 
for the particular source type and source depth. This loss of noise-free signal-peak amplitude as a 
function of the radiation angle and the source depth is shown in Figs. 12, 13 and 14. The loss is 
considerable for the in-plane dipole and more moderate for the other two source types (smallest 
for the shear source). This strategy of using different noise signals for the zero- and 45-degree 
FEM-based signals corresponds to real AE testing, where there is no direct relationship between 
the electronic noise at one sensor versus another. Thus, pairs (0˚ and 45˚) of S+N signals were 
prepared using the same noise-free FEM signals and different noise signals. A total of 50 pairs 
was created for each overall S/N ratio that was studied for the chosen source types and depths. 
These 50 signals were called a “set” of S+N signals for a given case. In order to be able to di-
rectly track the effects of different “overall” S/N ratios applied to the same pair (zero and 45 de-
grees, FEM based for a given case) of noise-free signals, the same sequence of noise pairs (mul-
tiplied by a different factor to create a different “overall” S/N ratio) was added respectively to 
the 0˚ and 45˚ pairs to form a new set of S+N signals. In summary, 100 noise segments were 
combined with the same 0˚ and 45˚ (FEM, noise-free signals) to form the S+N signal database 
set at each overall S/N ratio. 
 

     
Fig. 12 Peak noise-free signal amplitude versus radiation angle at 180 mm propagation distance 
for in-plane dipole source. 

  11  



        
Fig. 13 Peak noise-free signal amplitude versus radiation angle at 180 mm propagation distance 
for microcrack initiation source 
 

     
Fig. 14 Peak noise-free signal amplitude versus radiation angle for balanced shear source at 45 
degrees about the y-axis and at 180 mm propagation distance 
 
 The “effective” S/N ratio for source-type distinctions is really determined by the WT peak 
magnitude representing a mode arrival at that frequency compared to the WT magnitudes of the 
noise signal around the time of the mode arrival. But since the noise WTs have considerable 
variation, it is not possible to compute these effective S/N ratios. It is possible to point out when 
the AE noise-free WT peak magnitude will be the smallest. On the average, when the AE noise-
free WT peak magnitude is the smallest, the effective S/N will be the smallest. Thus, the poorest 
effective S/N ratio will be for the 45˚ radiation direction when it is necessary to use a secondary 
frequency to complete the source identification scheme. The noise-free WT peak magnitudes in 
this situation are essentially twice reduced in magnitude compared to the 0˚ primary-frequency 
peak WT magnitude. The first reduction is that due to the use of the secondary-frequency WT 
peak magnitudes, and the second reduction is due to the use of peak WTs from the 45˚ signal to 
form the secondary ratio. These reductions are shown by the “reduction factor” in tables A-1. If 
only a primary angle ratio was necessary, then as shown in the last column (reduction factor) of 
table A-1, the loss of peak WT magnitude was not as great. In all cases it is expected that the ef-
fective S/N ratio (primary or if it is required for unique source identification, the secondary) for 
the 45˚ direction will most often control the accuracy of the source identification results. 
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10. Lowest S/N ratios for High-Probability Correct Source Identification of the Three 
Source Types 
 
 The cases (source type and depth) most likely to require the largest overall S/N ratio to cor-
rectly identify most of the AE S+N signals are those where an angle ratio based on the secondary 
frequency is necessary, so the research was focused on cases of that type. These cases can be 
identified in table A-1 as those with the largest reduction factor shown in the last column of the 
table. Since for certain source types and depths only a 45˚/0˚ primary angle ratio was required, 
some of those cases were examined as well. The selection of particular cases also covered a vari-
ety of the combinations of modes and frequencies that appear in table A-1. The final selections 
for full statistical analysis were as follows: (i) shear at 0.783 mm depth with primary angle ratio 
from A0 at 60 kHz, secondary angle ratio from A0 at 270 kHz, and a reduction factor of 5; (ii) in-
plane dipole at 1.723 mm depth with primary angle ratio from A0 at 60 kHz, no required secon-
dary angle ratio, and a reduction factor of 2; (iii) microcrack initiation at 1.41 mm depth with 
primary angle ratio from A0 at 60 kHz, secondary angle ratio from A0 at 270 kHz, and a reduc-
tion factor of 4.7;  (iv) in-plane dipole at 2.35 mm depth with primary angle ratio from S0 at 522 
kHz, secondary angle ratio from S0 at 270 kHz, and a reduction factor of 5.1; and (v) shear at 
2.037 mm depth with primary angle ratio from S0 at 522 kHz, no required secondary angle ratio, 
and a reduction factor of 1.4. 
 
 The first analysis of the set of data for a particular case of source type and source depth is 
described here in detail. We believe the detailed description is necessary to provide the reader 
with a fuller understanding of the complications caused by changes in modal amplitudes due to 
noise. For subsequent cases, the focus will be on the statistical results of correct source identifi-
cation for the 50 different pairs of S+N signals making up the set at a particular overall S/N ratio. 
For the first analysis, a shear source at a depth of 0.783 mm [(ii) above] was selected. As can be 
seen from table A-1(b) the identification of this source requires use of both a primary and secon-
dary angle ratio.  
 

   
Fig. 15 Typical signals for zero degree radiation direction at various overall S/N ratios for bal-
anced shear source at 180 mm propagation distance and a depth of 0.783 mm.     
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Fig. 16 Typical signals for 45- degree radiation direction at the same various overall S/N ratios 
for balanced shear source at 180 mm propagation distance and a depth of 0.783 mm. 
 
 Figures 15 and 16 show some typical S+N waveforms at different S/N ratios for this case. 
Figure 15, for the 0˚ direction, indicates even at an S/N ratio of 4 to 1 that the first portion of the 
AE signal can be seen. At higher S/N ratios the early portion (extensional mode) of the AE signal 
can be seen even more clearly. The lower “actual” S/N ratio in the 45˚ direction is demonstrated 
in Fig. 16 at the same overall S/N ratios. The actual S/N ratios are less here, since, for example, 
at an overall S/N ratio of 2 to 1, the actual S/N ratio in this direction is 1.3 to 1. 
 
 Before turning to statistical results for the above shear source (at particular overall S/N ra-
tios), it is instructive to look at the typical plots of WT magnitudes versus time (from which the 
peak magnitudes are extracted) that are required to identify this source at a particular S/N ratio. It 
is most insightful to examine the WT magnitudes versus time separately for the noise-free AE 
signals and the noise signals. As table A-1(c) shows, there are actually four noise-free WT 
curves (from the 0˚ and 45˚ propagation directions, with WTs at both 60 and 270 kHz) to con-
sider along with the two noise-only curves used to build the S+N signals. Thus Fig. 17(a) shows 
(top) the WT magnitudes versus time from the 0˚ direction noise-free signal for the primary fre-
quency (A0 at 60 kHz). This figure also shows (bottom) with the same WT-magnitude scale a 
WT magnitude versus time at this frequency from a typical noise signal. Similarly part (b) shows 
at the primary frequency the WT magnitude versus time for the 45˚ direction noise-free signal 
and a different typical noise signal.   The amplitude of the noise signals for these figures was 
based on an overall S/N ratio of 2 to 1 for the 0˚ direction. In a similar fashion, Fig. 18 shows the 
same type of results for the secondary frequency (A0 at 270 kHz), where the two noise signals 
were the same ones used for Fig. 17. Since the WT magnitude scales are the same for both the 
noise-free signal and noise in each case, these figures directly show the potential for greater im-
pact of noise on the WT-based secondary angle ratios when they are necessary for source identi-
fication. Clearly, based on WT magnitude results for the secondary frequency, the noise-free sig-
nals are not as dominant relative to the WTs of the typical noise signals as the primary frequency 
WT magnitude results are. This statement is particularly true for the secondary frequency at the 
45˚ radiation angle. It should be noted that the WTs of S+N signals are not the linear sum of the 
WT of the noise-free signal plus the WT of the noise. 
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Fig. 17 WT magnitude versus time for primary frequency (60 kHz/A0) at (a) zero-degree radia-
tion angle and (b) 45-degree radiation angle. Top is for the noise-free shear AE signal at 0.783 
mm depth and 180 mm propagation distance. Bottom is for typical noise added to the AE signal 
for an overall S/N ratio of 2 to 1. 
 

         
 
Fig. 18 WT magnitude versus time for secondary frequency (270 kHz/A0) at (a) zero-degree ra-
diation angle and (b) 45-degree radiation angle. Top is for the noise-free shear AE signal at 0.783 
mm dept and 180 mm propagation distance. Bottom is for typical noise added to the AE signal 
for an overall S/N ratio of 2 to 1. 
 
 To generate the statistical results for this shear case, the primary and secondary angle ratios 
were determined for all 50 pairs of S+N signals in each set at different overall S/N ratios. Figure 
19 shows the percentage of correct source-type determinations as a function of the overall S/N 
ratio (defined by the 0˚ direction) for the shear case. This figure shows the percentage of correct 
identification choices based on the primary WT peak-magnitude angle ratio, the corresponding 
results based on the secondary WT peak-magnitude angle ratio, and the total percentage of cor-
rect identifications (when neither the primary nor the secondary angle ratio resulted in an identi-
fication error). In these and subsequent similar results, the decision about whether a source de-
termination was in error was based on the arbitrary assumption that incorrect results would be 
obtained if the calculated angle ratio for the S+N data was more than ±10% from the average no-
noise value for the correct source type. The choice of ±10% is fairly conservative in that the 
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Fig. 19  Percent of trials out of 50 with correct source identification for balanced shear at 45 de-
grees about the y axis and 0.783 mm depth. 
 
typical differences in table A-1 between correct or incorrect source choices are on average about 
32 %. But a close examination of all the percentage differences in table A-1 shows that there are 
four cases where a 10% difference in the right direction would likely result in the selection of an 
incorrect source type. These cases, along with the ratio percentage difference to the next nearest 
and incorrect source type, are: (i) balanced shear at a depth of 0.783 mm with a +9.2% difference 
for the secondary-angle ratio, and (ii) microcrack initiation at depths of 1.41, 1.097 and 0.783 
mm with respective secondary angle-ratio differences of -11%, -9.9% and -11%. In these cases, 
the choice ±10% is not conservative in the direction towards the next nearest source type. An 
allowed difference of about ±5% would be conservative in these cases. In spite of this observa-
tion, the decision was made to use ±10% so that the allowed percentage variation used as the ba-
sis for judging correct source identification would always be the same for this initial study. Thus, 
in some cases, the ±10% overestimates the number of errors in source identification, while in 
other cases, it underestimates the number of errors. A future study could develop a more compli-
cated approach to potentially deal with this issue. It is clear from Fig. 19 that the total percentage 
of errors is dominated by errors in the secondary ratio at S/N ratios where the correct identifica-
tion is made about 50 % or more of the time. 
 
 We next describe how this ±10% process was implemented for the shear case to obtain the 
results in Fig. 19. The primary frequency/mode was A0 at 60 kHz. Table 1(a) gives the no-noise 
average angle ratio for this shear source type at 0.66. Thus, this primary angle ratio eliminates 
the in-plane dipole (average no-noise angle ratio of 0.50) source. But the source could still be 
either a microcrack (average no-noise angle ratio of 0.68) or a shear (average no-noise angle ra-
tio of 0.66). With the adopted criteria that ratio errors must be ±10% or less, the ratio when noise 
is present must be between 0.59 and 0.73 to result in a correct source-type decision. This crite-
rion was used, even though in the current case an unlimited range of angle ratios above 0.66 
would not result in incorrect source-type decision. Thus, when a signal with noise had a primary 
angle ratio within the above range (0.50 to 0.73) the correct decision was that the source was ei-
ther a microcrack or shear source. 
 
 Since the primary angle ratio did not uniquely identify the source type in this detailed case, a 
secondary ratio was required for unique identification. The secondary angle ratio, in this case, 
comes from A0 at 270 kHz [see table A-1(c)]. Table 1(a) shows that a no-noise average ratio of 
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Fig. 20  Percent of trials out of 50 with total correct source identification versus S/N ratio for all 
cases studied. 
 
0.64 distinguishes a shear source from a microcrack source (no-noise ratio of 0.71). To be correct 
(±10 %), the angle ratio when noise is present must be between 0.58 through 0.70. It should be 
noted that at this point the use of ±10 % is problematic for this case, since 0.70 is too close to the 
no-noise value of 0.71 for the incorrect microcrack source. This potential problem is ignored in 
this work as was discussed above. 
  
 Figure 20 shows the percentage of total correct identifications versus the overall S/N ratio for 
all the cases (a source type and depth) studied in detail. Again, for Fig. 20, an incorrect result oc-
curs if either or both the primary and/or secondary angle ratios gave an incorrect source type (a 
ratio more than ±10% from the no-noise average ratio of the correct source type). 

11. Discussion of Results on Percentage of Correct Source Identifications in the Presence of 
Electronic Noise 

 Figure 20 shows in general that a relatively high overall S/N ratio is required to obtain proper 
source identification approximately 90% of the time. But this figure also shows some variation in 
the minimum S/N ratio required to reach the approximately 90% correct result. There seems to 
be at least two factors that lead to this variation. First, changes in the amount of decrease in the 
peak WT magnitudes at 45˚ compared to the 0˚ magnitudes as a function of source type and 
depth. This change, as was discussed earlier, is greatest for the in-plane dipole source and is 
more moderate for the other two sources types. Second, when a secondary angle ratio is required 
to obtain unique source identification, there is the additional drop in the secondary WT peak 
magnitudes compared to the primary WT peak magnitudes.  
 
 We have seen that many factors enter into a decision as to what overall S/N ratio is necessary 
obtain the correct source type approximately 90% of the time. Because of this a simple conclu-
sion of the required S/N ratio cannot be made. In a multi-source environment, where all three of 
the source types examined in this study are present, the typical choice would be to assume that an 
overall S/N ratio of about 6 to 1 would be required to identify the correct source type approxi-
mate 90% of the time. But as Fig. 20 shows the in-plane dipole case at a depth of 2.35 mm re-
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quires a S/N ratio of more than 8 to 1 to obtain about a 90% rate of correct source identification. 
In spite of extensive efforts, a reason for this difference could not be determined. 
 

       
 
Fig. 21 WT peak magnitudes for the 50 samples at a S/N ratio of 4 to 1 for balanced shear source 
at a depth of 0.783 mm: (a) 60 kHz and zero-degree direction; (b) 60 kHz and 45-degree direc-
tion; (c) 270 kHz and zero-degree direction; (d) 270 kHz and 45-degree direction. 
  
  For signals with smaller overall S/N ratios, the source identification procedure could still be 
carried out. In such cases, the identified source could be flagged as questionable. Alternatively, 
for experiments where a group of sensors are all located in an array about AE sources that all 
originate from the same location such as the tip of a crack, more than one sensor’s data could be 
used at the two angles (zero and 45 degrees). For example, if two sensors were located at each 
angle (a total of four sensors is not unlikely in an experimental setup) then several primary and 
secondary angle ratios could be formed to determine the likely source type. The four possible 
ratios are for data at the angles of 451/01, 451/02, 452/01 and 452/02, where the subscripts 1 and 2 
refer to sensors 1 and 2 at each radiation angle. Thus potentially four different determinations of 
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the source type could be made. Due to the random variations in the noise, it is possible that the 
source type that occurs most frequently is the actual source type. An additional study would be 
necessary to predict the probability of determining the correct source type by the use of such 
data. 
 
Table 2  Statistical results of WT peak magnitudes for S+N shear case at 0.783 mm depth com-
pared to no-noise values (from data shown in Fig. 21). 
 

 
Statistical results for 50 trials of 
S+N at S/N ratio of 4 to 1 

Frequency 
(kHz) and 
propagation 
direction 
(deg.) 

No-noise 
WT peak 
magnitude

Mean WT 
peak mag-
nitude 

Difference 
no-noise 
to mean 
WT peaks 
(%) 

Dispersion 
of the mean 
WT peak 
magnitude 
(%) 

60 at 0 172274 172262 0.01 1.9 
60 at 45 114727 114298 0.4 3.3 
270 at 0 53006 53877 2 5.3 
270 at 45 34273 34114 0.4 7.5 

 
 
 
 
 
 
 
 
 
 
 
 
 
 Further analysis of the results generated in the examination of the S+N sets of data confirms 
some of the expectations that have been discussed earlier. Figure 21(a) shows the typical scatter 
in the magnitude of the WT peak for the 0˚ radiation direction at 60 kHz for the shear case at a 
depth of 0.783 mm. This scatter was determined from a data set with the overall S/N ratio at 4 to 
1. Statistical analysis of the WT peak values resulted in a mean value of 172300 with a disper-
sion of 1.9%. The mean value is within 0.01 % of the no-noise value that is shown in Fig. 21(a) 
as a straight line. In Figs. 21(b) to 21(d) similar results are shown for the other WT magnitudes 
necessary for unique source identification in this case. These figures show that the WT peak 
magnitudes scatter in a random fashion both above and below the no-noise value. Table 2 shows 
the mean values and their dispersions for all four figures [WT peak magnitudes of the 60 kHz 
primary frequency at 0˚ and 45˚ (radiation angles) and the same results for the 270 kHz secon-
dary frequency, which was necessary for unique source identification].  The results in the table 
show that the dispersion increases from a minimum for the primary frequency at the 0˚ radiation 
angle to the expected maximum at the secondary frequency at the 45˚ radiation angle. The dis-
persion values in this table also indicate that the noise-based errors in the primary and secondary 
angle ratios depend primarily on the errors in the WT peak magnitudes in the 45˚ directions, 
since the 45˚ dispersion value is always greater than the 0˚ direction results at the same fre-
quency. And further, the table shows that the secondary angle ratios will typically control the 
accuracy of source identification since these dispersions are higher. These results are consistent 
with those shown in Figs. 17 through 21. 
 
 Ideally, it may be possible that a filtering technique could be developed that would improve 
S/N ratios and thus allow correct sources types to be determined more often at lower S/N ratios. 
The development of such a filtering scheme is not an easy task. The primary reason is because 
electronic noise also inhabits the three key frequency bands where the energetic modes of the AE 
noise-free signal are present. Thus, it may be difficult to selectively reduce the electronic noise 
without significantly changing the important parts of the AE signal that will be used to identify 
the source. 
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 In the application of this research study to real experimental data, a question needs to be an-
swered. Given a S/N ratio determined from the ratio of the peak of the S+N to the typical elec-
tronic noise, is this ratio close to the overall S/N ratio used in this study where the AE source-
based signal was available without noise? Take for example a typical set (microcrack initiation at 
a depth of 1.41 mm) of 50 S+N waveforms used in this study at an overall S/N ratio of 6 to 1 
(where likely the correct source type is determined about 90% of the time). Examination showed 
that for this example the range of the S+N to N ratios was from about 5.8 to 1 to 6.6 to 1. Also, 
the mean ratio was 6.2 to 1 with a dispersion of 3%. Thus, at overall S/N ratios where correct 
source identification is likely about 90% of the time, the overall S/N ratio used in this study is 
not much different from the S+N to N ratio that can be measured in experimental cases. 

12. Conclusions 

 The following conclusions apply to the results for the 4.7 mm thick aluminum plate and the 
experimental wideband electronic noise.  For other materials and/or plate thicknesses, appropri-
ate changes in key frequencies and associated modes will be necessary.  These changes could 
likely be predicted using modeled acoustic emission (AE) signals. 
 
• A total of three different factors were found to result in attenuation of the AE signals and 
their wavelet transform (WT) magnitudes needed for the source identification scheme. These are: 
(1) loss as the radiation angle increases from 0˚ to 90˚; (2) decrease in amplitude of the A0 mode 
at depths near the plate midplane and of the S0 mode near the plate surface; and (3) need for both 
a primary and secondary (which is based on lower-amplitude portions of the source-based signal) 
“angle ratio” for complete source identification in some cases (a case is a source type and depth). 
• After considering the above attenuation factors, it was concluded that the effects of electronic 
noise on the accuracy of source identification could best be examined by considering a particular 
ratio of WT peak magnitudes at two angles. The ratio used was for the 45˚/0˚ angles.  
• Due to time-based random variations in the WTs of the electronic noise signals, it was neces-
sary to do a statistical study of the effects of noise on correct source identification. 
• To assure that the correct AE source type could be correctly identified approximately 90% of 
the time (from among the three source types under study in this report) typically an overall S/N 
ratio of at least 6 to 1 is required. This result implies that all source identification approaches (not 
just the one used on this research) that depend on Lamb-wave modal magnitudes will require 
large S/N ratios to be successful. The results also indicate that the modal magnitudes that are 
used in an identification approach should be those from the large modal magnitudes (e.g., using 
0˚ radiation angles where possible) since these magnitudes will be less subject to noise-induced 
errors. 
• The current database of S+N signals is ideal to use both to develop and check the accuracy of 
various noise-reduction approaches, since the original noise-free signal is available. 
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A2

Table A-1(a) Source identification process using ratios of WT peak magnitude ratio of 45˚/0˚ for in-plane dipole source

Source

type

Depth

(mm)

Primary

freq.

(kHz/mode)

Primary

angle

ratio

Table to

consult

Conclusion

from table

Percentage

difference to

next nearest

source type

Secondary

mode/freq.

(kHz)

Secondary

angle ratio

Table to

consult

Conclusion

from table

Percentage

difference to

next nearest

source type

Final

conclusion

Reduction

factor =

(Highest

0˚)/(lowest

45˚ peak)

In-plane

dipole 2.35 522/S0 0.49 2(a)

Either in-

plane dipole

or

microcrack 51 270/S0 0.5 2(a)

In-plane

dipole 28

In-plane

dipole 5.1

In-plane

dipole 2.037 522/S0 0.49 2(a)

Either in-

plane dipole

or

microcrack 51 60/A0 0.5 2(a)

In-plane

dipole 36

In-plane

dipole 3.3

In-plane

dipole 1.723 60/A0 0.5 2(a)

In-plane

dipole 32 NA NA NA NA NA

In-plane

dipole 2

In-plane

dipole 1.41 60/A0 0.5 2(a)

In-plane

dipole 32 NA NA NA NA NA

In-plane

dipole 2

In-plane

dipole 1.097 60/A0 0.5 2(a)

In-plane

dipole 32 NA NA NA NA NA

In-plane

dipole 2

In-plane

dipole 0.783 60/A0 0.5 2(a)

In-plane

dipole 32 NA NA NA NA NA

In-plane

dipole 2

In-plane

dipole 0.47 60/A0 0.5 2(a)

In-plane

dipole 32 NA NA NA NA NA

In-plane

dipole 2



A3

Table A-1(b) Source identification process using ratios of WT peak magnitude ratio of 45˚/0˚ for shear at 45˚ about y-axis source

Source

type

Depth

(mm)

Primary

freq.

(kHz/mode)

Primary

angle

ratio

Table to

consult

Conclusion

from table

Percentage

difference

to next

nearest

source type

Secondary

mode/freq.

(kHz)

Secondary

angle ratio

Table to

consult

Conclusion

from table

Percentage

difference

to next

nearest

source type

Final

conclusion

Reduction

factor =

(Highest 0˚

peak)/(lowest

45˚ peak)

Shear 2.35 522/S0 0.74 2(a) Shear 34 NA NA NA NA NA Shear 1.4

Shear 2.037 522/S0 0.74 2(a) Shear 34 NA NA NA NA NA Shear 1.4

Shear 1.723 522/S0 0.74 2(a) Shear 34 NA NA NA NA NA Shear 1.4

Shear 1.41 60/A0 0.66 2(a)

Shear or

microcrack 24 522/S0 0.74 2(a) Shear 38 Shear 2.2

Shear 1.097 60/A0 0.67 2(a)

Shear or

microcrack 25 522/S0 0.75 2(a) Shear 39 Shear 3.8

Shear 0.783 60/A0 0.67 2(a)

Shear or

microcrack 25 270/A0 0.65 2(a) Shear 9.2 Shear 5



A4

Table A-1(c)  Source identification process using ratios of WT peak magnitude ratio of 45˚/0˚ for microcrack initiation source

Sour-

ce

type

Depth

(mm)

Primary

freq.

(kHz

/mode)

Pri-

mary

angle

ratio

Table to

consult

Conclusion

from table

Percent.

difference

to next

nearest

source

type

Second-

ary

mode

/freq.

(kHz)

Second-

ary

angle

ratio

Table to

consult

Conclusion

from table

Percent.

Differ-

ence to

next

nearest

source

type

Final

conclu-

sion

Reduction

factor =

(Highest

0˚)

/(lowest

45˚ peak)

Micro

-crack 2.35 522/S0 0.47 2(a)

In-plane

dipole or

microcrack 57 270/S0 0.64 2(a) Micro-crack 22

Micro-

crack 2.7

Micro

-crack 2.037 60/A0 0.68 2(a)

Shear or

microcrack 27 522/S0 0.46 2(a) Micro-crack 61

Micro-

crack 2.2

Micro

-crack 1.723 60/A0 0.68 2(a)

Shear or

microcrack 27 522/S0 0.46 2(a) Micro-crack 61

Micro-

crack 4.9

Micro

-crack 1.41 60/A0 0.68 2(a)

Shear or

microcrack 27 270/A0 0.72 2(a) Micro-crack 11

Micro-

crack 4.7

Micro

-crack 1.097 60/A0 0.71 2(a)

Shear or

microcrack 30 270/A0 0.71 2(a) Micro-crack 9.9

Micro-

crack 4.4

Micro

-crack 0.783 60/A0 0.68 2(a)

Shear or

microcrack 27 270/A0 0.72 2(a) Micro-crack 11

Micro-

crack 4.1



A5

Table A-2(a) Source identification process using ratios of WT peak magnitude ratio of 67.5˚/0˚ for in-plane dipole source

Sour-
ce
type

Depth

(mm)

Primary
freq.

(kHz
/mode)

Pri-
mary
angle
ratio

Table to
consult

Conclusion
from table

Percent.
diff. to
next
nearest
source
type

Second.
mode
/freq.

(kHz)

Second-
ary
angle
ratio

Table to
consult

Conclusion
from table

Percent.
diff. to
next
nearest
source
type

Final
conclu-
sion

Reduction
factor =
(Highest
0˚)/
(lowest
45˚ peak)

In-
plane
dipole 2.35 522/S0 0.15 2(b)

In-plane
dipole 40 NA NA NA NA NA

In-plane
dipole 6.6

In-
plane
dipole 2.037 522/S0 0.15 2(b)

In-plane
dipole 40 NA NA NA NA NA

In-plane
dipole 6.6

In-
plane
dipole 1.723 60/A0 0.15 2(b)

In-plane
dipole 187 NA NA NA NA NA

In-plane
dipole 6.8

In-
plane
dipole 1.41 60/A0 0.15 2(b)

In-plane
dipole 187 NA NA NA NA NA

In-plane
dipole 6.8

In-
plane
dipole 1.097 60/A0 0.15 2(b)

In-plane
dipole 187 NA NA NA NA NA

In-plane
dipole 6.8

In-
plane
dipole 0.783 60/A0 0.15 2(b)

In-plane
dipole 187 NA NA NA NA NA

In-plane
dipole 6.8

In-
plane
dipole 0.47 60/A0 0.15 2(b)

In-plane
dipole 187 NA NA NA NA NA

In-plane
dipole 6.8



A6

Table A-2(b) Source identification process using ratios of WT peak magnitude ratio of 67.5˚/0˚ for shear at 45˚ about y-axis source

Source

type

Depth

(mm)

Primary

freq.

(kHz

/mode)

Primary

angle ratio

Table

to

consult

Conclusion

from table

Percent.

diff. to

next

nearest

source

type

Secondary

mode/freq.

(kHz)

Secondary

angle ratio

Table to

consult

Conclusion

from table

Percentage

difference to

next nearest

source type

Final

conclusion

Reduction

factor =

(Highest

0˚)/(lowest

45˚ peak)

Shear 2.35 522/S0 0.58 2(b) Shear 74 NA NA NA NA NA Shear 1.7

Shear 2.037 522/S0 0.58 2(b) Shear 74 NA NA NA NA NA Shear 1.7

Shear 1.723 522/S0 0.58 2(b) Shear 74 NA NA NA NA NA Shear 1.7

Shear 1.41 60/A0 0.43 2(b)

Shear or

microcrack 65 522/S0 0.59 2(b) Shear 85 Shear 2.8

Shear 1.097 60/A0 0.43 2(b)

Shear or

microcrack 65 522/S0 0.6 2(b) Shear 85 Shear 4.8

Shear 0.783 60/A0 0.43 2(b)

Shear or

microcrack 65 270/A0 0.4 2(b) Shear 28 Shear 8.2



A7

Table A-2(c) Source identification process using ratios of WT peak magnitude ratio of 67.5˚/0˚ for microcrack initiation source

Source type Depth

(mm)

Primary

freq.

(kHz/mode)

Primary

angle

ratio

Table to

consult

Conclusion

from table

Percentage

difference

to next

nearest

source type

Secondary

mode/freq.

 (kHz)

Secondary

angle ratio

Table to

consult

Conclusion

from table

Percentage

difference

to next

nearest

source type

Final

conclusion

Reduction

factor =

(Highest 0˚)

/(lowest 45˚

peak)

Micro-crack 2.35 522/S0

Zero

differs

from

67.5˚ 2(b)

Not

determined NA NA NA 2(b) NA NA

Not

determined NA

Micro-crack 2.037 60/A0 0.45 2(b)

Shear or

microcrack 67

Zero differs

from 67.5˚ NA 2(b)

Not

determined NA

Not

determined NA

Micro-crack 1.723 60/A0 0.45 2(b)

Shear or

microcrack 67

Zero differs

from 67.5˚ NA 2(b)

Not

determined NA

Not

determined NA

Micro-crack 1.41 60/A0 0.45 2(b)

Shear or

microcrack 67 270/A0 0.52 2(b) Micro-crack 27 Micro-crack 6.5

Micro-crack 1.097 60/A0 0.45 2(b)

Shear or

microcrack 67 270/A0 0.5 2(b) Micro-crack 24 Micro-crack 6.2

Micro-crack 0.783 60/A0 0.45 2(b)

Shear or

microcrack 67 270/A0 0.48 2(b) Micro-crack 21 Micro-crack 5.9
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Abstract 
 

This paper looks retrospectively at experiences with the acoustic emission (AE) monitoring 
of new vessels during initial proof test and discusses the implications for applying the proposed 
European Standard for AE monitoring of proof tests.  Case histories discussed in detail are a new 
reactor and a storage sphere, both intended for refinery service.  Comparison between first and 
second loading and the practical implications for running tests according to the code are dis-
cussed. 
 
Keywords: Pressure vessels, proof test, reactor, storage sphere 
 
1. Background 
 

The initial proof test of equipment serves two purposes, the first is to mechanically stress re-
lieve the vessel by loading well above the intended service stress, typically x1.45, this yields 
high stress areas and blunts crack tips, retarding subsequent fatigue crack initiation, and ensuring 
that local microstructure is operating well below yield. For vessels that do not have post-weld 
heat treatment, typically those <30 mm thick, this is very important as the local welding residual 
stress will be up to yield in many areas. The second purpose is to demonstrate that the vessel 
does not leak under pressure.  

 
The design codes specify inspection requirements prior to the test to ensure significant de-

fects are not present, but they do not specify inspection following the proof test. This means that 
any defects, which grow during the proof test will be put into service with the vessel.  

 
Acoustic emission monitoring during the first loading at initial proof test can help to identify 

growing defects or problems with material and heat treatment but interpretation is complicated 
by the emission that occurs as a result of normal stress relief, so care must be exercised. ASME 
defines criteria for AE monitoring of proof tests, and in the event that these are exceeded during 
the first application of load, as is always the case for vessels that have not been heat treated, al-
lows a second cycle to be applied. If the second cycle is “quiet” then any defects present are con-
sidered stable and the vessel “passes” the test. It may however still have large but “stable” de-
fects present, so careful analysis of the initial loading to try and identify these is important if you 
wish to minimise the defects that find their way into subsequent service. 
 
2. Vertical Reactor Shop Hydrotest 
 
Material: A516-70 
Size: 2.74 m diameter, 13.9 m high (tested horizontally) 
Thickness:  25 mm 
Design pressure: 25.2 bar (403 psi), at 94ºC  
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Hydrotest pressure: 38.75 bar (620 psi) at ambient, ~10ºC (January 1993) 
Intended service: Refinery, hydrogen. 
Special features: Catalyst loading man-way in top head, ~half diameter of vessel. 
 

Seventeen integral pre-amplifier sensors were used to monitor this vessel, from the signal at-
tenuation measurement (see Fig. 1) this was far more than required according to ASME, how-
ever, planar location was used to aid interpretation of the emission, particularly useful for the 
first loading of a new vessel, and this requires many more sensors as each emission must reach 
three sensors to be located. Planar location highlights specific areas, comparison of relative 
emission density from welds over the entire vessel gives an indication of which areas might be 
growing defects or have material problems, allowing follow-up NDT to check these out effi-
ciently. 
 

 
Fig. 1  Attenuation of the Hsu-Nielsen source on vessel. 

 
The first pressurisation initially appeared quite normal, with emission starting from low loads 

as expected as a result of stress relief (Fig. 2 shows the history of hits, energy and amplitude for 
the entire vessel, the vertical black line is the start of the final hold period), it became clear that a 
large amount of emission was from a single weld, the one around the catalyst loading man-way, 
sensor 13 was adjacent to this weld where it was close to the top head circumferential weld. This 
emission was so pronounced that the weld drew itself out on the location plot (Fig. 3a, 3b), the 
first cluster appeared at a small % of test pressure, and had a total of >200 events by the end of 
the first loading, (Fig. 4) by which time clusters had appeared around that entire weld circumfer-
ence. At the time this test was carried out there was no official CEN location code, had the test 
stop criteria from the code been applied the test would have been repeatedly stopped for NDT of 
these and other cluster locations (>26 in total). Emission continued to the end of the final hold 
period, predominantly from the top man-way area. 

 
The second loading was totally quiet, until at ~70% of the previous maximum pressure emis-

sion suddenly started, once again predominantly from the top man-way weld near sensor 13 (Fig. 
5). 
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Fig. 2  History of AE hits, energy and amplitudes for the first loading (vertical black line is start 
of final hold period). 
 

 
Fig. 3a   Top head of vessel showing large 
catalyst loading man-way. 

 
 

Fig. 3b  Location of emissions around top 
man-way weld during first loading.  

 
MONPAC™ analysis of the first pressurisation produced grade “E” for the sensors around 

the man-way area, this activity reduced to “C” on the second loading resulting in a recommenda-
tion for further evaluation and possible follow-up NDT. 
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Fig. 4  Cluster history from small section of the man-way weld. 

 

 
Fig. 5  History of emission during second loading (vertical black line is start of final hold pe-
riod). 
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After the test, extensive NDT was carried out to the man-way weld area, both from inside 
and outside, no reportable indications were found. Since 90% of the emission from the vessel 
had come from the one weld there were still questions and an investigation into the manufactur-
ing process ensued. The outcome of this was the discovery that a much lower weld pre-heat had 
been used on the man-way weld than on any other weld on the vessel, resulting in higher residual 
stresses, clearly not fully relieved after even two cycles to proof pressure. The reason given for 
the lower pre-heat was that from a design standpoint the man-way had been treated as a pipe, al-
lowable under the codes, despite this clearly being the most highly stressed part of the vessel.  
 

The end-users concern was the high risk of hydrogen damage to the area once the vessel went 
into service, and the risk of cracks developing from the still present high local stresses from 
manufacturing. 

 
It is interesting that despite emissions with source amplitudes well in excess of 80 dB (usu-

ally associated with cracking) no reportable indications were found by NDT. One possibility is 
that micro-cracking was distributed around the weld and there was as a result no individual “big 
crack” for NDT to find. Localised inspection may not be sensitive to micro-cracking distributed 
around a large area; however this can still be a threat to integrity. 
 

 
 

Fig. 6  Activity from first proof test and repeat loading of a 21-m sphere. 
 
3. Storage Sphere Initial Hydrotest 
 

Diameter: 21.3 m 
Legs: 10 
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Material: BS5500 carbon steel 
Thickness: ~18 mm 
Design pressure: 4.83 bar 
First Hydro pressure: 6.79 bar 
Subsequent hydro pressure: 6.1 bar  
 
Forty-six sensors were used to monitor this vessel, due to the thin wall (~one wavelength) the 

attenuation was relatively high, since energy rapidly transferred into the liquid. This made planar 
location of smaller signals impractical as the test threshold would have needed to be so low that 
channels would be continuously active from emission resulting from normal stress relief, the al-
ternative was many hundreds of sensors, again impractical and too costly.  

 
The first loading produced high levels of activity from all areas of the sphere, (Fig. 6) sug-

gesting extensive yielding, and high amplitudes indicated possible micro-cracking, activity ex-
ceeded the evaluation criteria many times over.  

 
Zone intensity location analysis of the initial loading produced nothing less than a “C” grade, 

with eighteen “D” zones, and five “E” zones (Fig. 7). Planar location was carried out but the lo-
cated data represents only 3.7% of the total emission, and did not identify active clusters (Fig. 8). 

 

 
 

Fig. 7  First load zone intensity analysis. 
 

The second loading was relatively inactive; however there was still one “D” grade near the 
top head pressure relief valve stack, (Figs. 9, 10), follow-up NDT found no indications.  
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Fig. 8  Planar location, typical view. 

 

 
 

Fig. 9  Second load zone intensity analysis. 
 

A few years after putting the sphere into service it was taken out for inspection, and MPI 
carried out internally, thousands of HAZ cracks were found, present in most of the welds. These 
were ground out together with one crack that was quite deep, approaching 50% through wall. 
Metallurgical analysis showed all the cracks to be of manufacturing origin, with no evidence of
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in-service growth. The implication, since the vessel was inspected prior to its initial hydro-test, 
was that the cracks opened up during the first loading. 
 

 
Fig. 10  Second load planar location. 

 
4. Discussion 
 

It is clear that AE gives useful information during initial proof testing; there are cautions 
when using the method, however: 
 
•  Emission resulting from crack growth during the first loading can be difficult to identify 
amongst “normal” emission from expected stress relief. Intensity analysis identifies the higher 
levels of activity, and where it is practical and cost effective to use planar location this can be 
enormously useful to identify “hot spots”. 
•  The second loading is relatively easy to interpret, no emission means no propagating defects 
or continuing stress relief, this should be the case. 
•  “Abnormal” levels of emission from stress relief may be the result of inadequate weld pre-
heat or other manufacturing problems that leave high residual stresses in the welds, not necessar-
ily defects that can be found by NDT. It is also common to see abnormal levels of activity from 
stress relieved vessels, where the manufacturer has welded attachments after the stress relief has 
been carried out!!! 
•  Perhaps the most controversial issue is vessels that “pass” on the second loading, what this 
means is that any defects present are stable under these stress conditions, it does not mean the 
vessel is defect free, defects may have grown or yielded during the first proof and become stable. 
The question is whether you want even these defects to go in to service, if not then inspection 
after the hydro-test is necessary if there is any significant emission, even on the first loading. 
•  Where “test stop” criteria are used for the initial loading, it is important to realise and plan 
for the eventuality that multiple clusters may mean multiple test interruptions for NDT, espe-
cially if the activity is the result of excessive weld stress relief. The practicality of this may often 
be questionable. 
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Abstract 
 

Damage of concrete is quantitatively estimated by applying acoustic emission (AE) meas-
urement and damage mechanics.  Concrete samples of controlled damage due to accelerated car-
bonation are examined to confirm the applicability of damage estimation in the uniaxial com-
pression test.  AE activities under compression is analyzed, on the basis of the rate process the-
ory.  Using Loland's model in damage mechanics, a relationship between stress and strain is 
modeled.   The database on a correlation between AE rate and the damage parameter is updated, 
and relative damages of concrete samples are quantified.   Results are in remarkable agreement 
with actual damages of controlled samples. Applying the database, relative damages of core 
samples taken from a buried pipeline are estimated. 

 
1. Introduction 
 

As widely recognized, concrete structures are no longer maintenance-free.  Diagnostic in-
spections of the structures in service are in great demand.   For detailed inspections, core samples 
are often drilled out and then both chemical and physical properties are examined.  Concerning 
mechanical properties, the compressive strength and the modulus of elasticity (Young’s modulus) 
are normally determined by conducting a uniaxial compression test.  The strengths are compared, 
if possible, with those of the specification.  Otherwise, there is no qualified procedure to estimate 
the deterioration of concrete.  Consequently, it is desirable to estimate the damage of concrete 
quantitatively, not relying only on the strength. 

 
To inspect existing concrete structures, acoustic emission (AE) techniques deserve to draw 

recognition.  This is because crack nucleation and extension are readily detected and monitored.  
AE techniques have been investigated in concrete engineering for more than four decades (1).  
Achievements of AE research are being applied to practical use (2, 3) and are standardized as a 
code (4).  A feasibility of this standard has been experimentally confirmed by testing reinforced 
concrete beams damaged under cyclic loading (5).   

 
As another application, measurement of AE activity in a uniaxial compression test was pro-

posed (6).  To model AE generating behavior under compression, the rate process theory was in-
troduced.  It is demonstrated that AE rate estimated is closely associated with the presence of mi-
crocracks in concrete (7).    

 
In the present study, AE measurement is conducted in a uniaxial compression test. Concrete 

samples chemically damaged were prepared by an accelerated carbonation test.  AE activity un-
der compression is analyzed as the rate process, and the damage parameter is evaluated by using 
Loland's model in damage mechanics.  Correlating AE rate with the damage parameter, a data-
base is updated, which has been constructed as applicable to a limited number of core samples 
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taken from existing structures (8).  Relative damages of cores taken from an existing aqueduct of 
concrete are estimated.   
 
2. AE Analysis and Damage Mechanics 
 
2.1 AE rate process analysis 

AE behavior of a concrete sample under uniaxial compression is associated with the genera-
tion of microcracks.  These cracks tend to be gradually accumulated until final failure.  The 
number of AE events increases in accordance with the accumulation of microcracks, which ac-
celerates toward failure.  Since this process could be referred to as stochastic, the rate process 
theory was introduced (7).  

 
The following equation of the rate process is derived to formulate the number of AE events, 

dN, due to the increment of stress from V to V+ dV, 

dN/N = f(V) dV,      (1) 

where N is the total number of AE events and ƒ(V) is the probability function of AE at stress 
level V(%).  Then, a function f(V) is introduced, 

f(V) = a/V + b,                                   (2) 

where a and b are empirical constants.  Here, the value ‘a’ is called the rate, and reflects AE ac-
tivity at a designated stress level.  The probability varies, in particular, at low stress level, de-
pending on whether the rate ‘a’ is positive or negative.  When the rate ‘a’ is positive, the prob-
ability of AE activity is high at a low stress level.   This implies that concrete could be damaged.   
If the rate is negative, the probability is low at a low stress level, and then concrete is referred to 
as sound.    
 

Substituting Eq. (2) into Eq. (1), a relationship between total number of AE events N and 
stress level V is obtained as, 

)exp(bVCVN a= .                                 (3) 
where C is the integration constant.  
 
2.2 Loland’s model 

Damage parameter Ω  in continuum damage mechanics is defined as a relative change in the 
modulus of elasticity, as follows, 

Ω = 1 – E/E*,                                  (4) 

where E is the modulus of elasticity and E* is the modulus of the concrete which is assumed to 
be intact and undamaged.  Loland (9) assumed that a relationship between damage parameter 
Ω and strain ε under compression is represented,  

Ω = Ω0 + A0 ελ,                 (5) 
where Ω0 is the initial damage at the onset of compression test, and A0 and λ are empirical con-
stants. From Eqs. (4) and (5), the following equation is derived, 

εεσ λ )*( 00 AEE −= ,                    (6) 
and 

)1(* 00 Ω−= EE .                           (7) 
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2.3 Damage estimation 
To estimate the initial damage Ω0 in Eq. (7), it is essential to obtain the Young’s modulus of 

intact concrete E*.  Yet, it is not feasible to determine E* of concrete in an existing structure.  To 
estimate E* from AE measurement, the relation between total number of AE events and stress 
level in Eq. (3) is correlated with Loland’s model. 

 
In the uniaxial compression test, a relation between stress and strain is obtained as shown in 

Fig. 1(a).  Young’s modulus varies from initial E0 to final Ec.  The former is a tangential modulus 
and the latter is a secant modulus.  Corresponding to the stress-strain relation, the damage Ω in-
creases from Ω0 to Ωc as shown in Fig. 1(b).    

 
Fig. 1 (a) Young’s moduli E0 and Ec and (b) damage evolution. 

 
In a previous study (10), it was found that a correlation between the increase in the damage 

(Ωc – Ω0) and the rate ‘a’ is the highest.  According to Loland’s model, the increase in the dam-
age corresponds to the decrease in Young’s modulus (E0  – Ec), as follows;   

  
E0 − Ec = E * 1− Ω0( )− E * 1− Ωc( )= E * Ωc − Ω0( ) (10)  

Thus, a linear correlation between loge(E0− Ec) and the rate ‘a‘ value is proposed as, 

  It is assumed that E0 = E* when a = 0.  This allows us to estimate Young's modulus of intact con-
crete E* from,  

loge E0 − Ec( )= loge E * Ωc − Ω0( )   = Da + c.                     (11) 

E* = Ec + exp(c).                                   (12) 
 
3. Experiment 
 
3.1 Accelerated carbonation test  

Cylindrical samples of 10 cm in diameter and 20 cm in height were made.  Concerning mix-
ture proportion, 1 m3 concrete consist of 182 kg water, 331 kg cement, 746 kg sand and 1204 kg 
gravel, and the water-to-cement ratio = 55%.  The maximum size of gravel is 20 mm.  At the 
state of fresh concrete, the slum value was 7.9 cm and air content adjusted by admixture was 
6.3%.   The compressive strength of concrete was 39.4 MPa after 28-day moisture cure. 

 
After curing in the standard condition, cylindrical samples were stored in a reservoir to which 

10%-CO2 gas was continuously supplied. This accelerated the deterioration of the concrete sam-
ples.  Three samples of controlled damage were prepared after 2 weeks, 4 weeks and 6 weeks of 
carbon-dioxide gas exposure. 
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3.2 Core samples 
Cylindrical samples of 5 cm in diameter and 10 cm in height were taken from a thrust block 

of an agricultural aqueduct (buried pipeline) as shown in Photo 1.  In Kasanohara district, Kago-
shima prefecture, Japan, this pipeline was constructed in 1967 and repaired in 1979.  The degree 
of carbonation was measured by spraying 1% phenolphthalein solution to the samples from con-
crete constructed in 1967.  Heavy carbonation was observed in these cores.  The concrete pipe-
line had been buried at the depth of 3 m in Ando volcanic soil originated from Mt. Sakurajima.  
Table 1 shows soil properties, which imply that sulfate was detected and acid environment was 
minor as pH = 6.7. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Photo 1 A thrust block of an agricultural aqueduct.  
 

Table 1 Soil properties 

Soil Texture Particle 
Density pH (H2O2) Sulfate Water Con-

tent 
  (g/cm3)   (%) 

Ando soil LiC 2.424 6.7 Detected 84 
 
3.3 Uniaxial compression test 

All cylindrical samples were tested in compression.  A set-up for the uniaxial compression 
test is shown in Fig. 2.  Silicone grease was pasted on the top and bottom of the sample, and a 
Teflon sheet was inserted to reduce AE events generated by friction.  MISTRAS-AE system 
(PAC) was employed as AE measuring device.  AE sensor was of wideband type (UT-1000; 
resonance frequency: approx. 1 MHz).  The frequency range was from 60 kHz to 1 MHz.  To 
count the number of AE hits, the threshold level was set to 45 dB (0 dB = 1 µV input) with a 40 
dB gain in a pre-amplifier and 20 dB gain in a main amplifier.  For AE event counting, the dead 
time was set at 2 ms.  It should be noted that AE measurement was conducted with two channels 
and the axial and lateral strains were measured as well.  The averaged values of two-channel 
measurement were analyzed. 
 33  



 

Fig.  2 Set-up for the uniaxial compression test and AE measurement system. 
 

4. Results and Discussion 
 
4.1 Young’s modulus 

A stress-strain curve measured was first analyzed by Loland’s model.  To determine the ini-
tial damages Ω0 in Eq. (7), averaged Young’s moduli E0 of three sample right after 28-day mois-
ture cure was referred to as E* in the compression test.  Here, Young’s modulus E0 was quantita-
tively determined as the initial tangent of the stress-strain curve, which is approximated as a hy-
perbolic function as, 

2
21 εεσ aa += . (13) 

where a1 and a2 are empirical constants.  From the stress-strain relation in Eq. (13), Young’s 
modulus E0 is determined as a tangent modulus: dσ/dε at ε = 0,  

01 Ea =  
As indicated in Fig. 1(a), two moduli of elasticity, E0 and Ec, were determined from the test. The 
rate process analysis was conducted at stress level in the range from 30％ to 80％. This is be-
cause AE events occurring at initial loading below 30% strength are due to contact with the load-
ing plate and at an accelerated stage above 80% have little to do with the damage. 
 

Concerning core samples, Young’s moduli E0 and Ec were also determined.  Table 2 shows 
mechanical properties of all the samples.  Carbonation ratio was estimated as the ratio of car-
bonation depth to total depth.  f’c is the compressive strength, and ED is dynamic Young’s 
modulus.  As seen in the table, initial Young’s modulus E0 varies from 8.7 to 34.0 GPa, while the 
unconfined compression strength varies from 8.0 to 20.4 MPa.  

 
4.2 Estimation of relative damage 

In data analysis, Young's modulus of intact concrete E* was estimated by Eq. (12). The rela-
tive damage of concrete was determined as the ratio E0/E*, which is the ratio of the initial tan-
gent Young’s modulus to intact Young’s modulus estimated.   

 
To determine E* from the relationship in Eq. (11), a large number of data are desirable.  

However, the number of concrete cores available is limited in existing structures. Thus, a data-
base, which could allow even a single concrete core to be evaluated, is constructed as shown in 
Fig. 3. 
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Table 2 Mechanical properties 
No. Construction Carbonation f’c E0 Ec ED 

  ratio (%) (MPa) (GPa) (GPa) (GPa) 
1 1979 13.4 20.4 26.2 18.2 29.8
2 1979 4.7 19.0 34.0 13.1 36.7
3 1979 6.8 9.9 22.9 11.9 34.0
4 1979 62.9 8.0 10.4 4.4 21.7
5 1967 100.0 18.0 19.9 10.0 24.7
6 1967 100.0 13.8 18.4 7.8 26.7
7 1967 16.3 15.7 18.6 8.2 25.6
8 1967 100.0 9.7 18.4 12.2 16.6
9 1967 100.0 8.7 8.7 4.2 15.0
10 1967 100.0 9.6 16.1 6.8 22.1

f’c: Compressive strength, ED: Dynamic Young’s modulus 

 
Fig. 3 Relations between loge(E0-Ec) and the ratio ‘a’. 

 
The samples included in the database shown in Fig. 3 are all tested in our previous studies, 

including the data of the present tests.  In total, 343 points are plotted.  By using this database, 
Young's modulus of the normal concrete E* and then the relative damage of specimens can be 
estimated. 
 

Damages due to carbonation were estimated as the ratio of initial tangent Young’s modulus, 
En, after carbonation periods of n weeks, to that of 28-day cure only, E0.  These were compared 
with E0/E*.  Results are given in Fig. 4.  A remarkable agreement is observed.  These results con-
firm that the relative damage can be estimated quantitatively by AE rate process analysis. 
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Fig. 4 Relative damages estimated Eo/E* and actual damages. 

 

 
Fig. 5 Relations between relative damages and carbonation depths. 

 
In order to investigate an applicability of the relative damage as a damage index, the data on 

E0/E* of the carbonation tests are compared with the depths of carbonation.   As seen in Fig. 5, a 
strong correlation between the relative damages and the depths of carbonation is observed.  This 
implies that AE rate process analysis could give us quantitative information on the damage even 
due to a chemical effect.  

 
It is also demonstrated that the relative damage based on Young’s modulus of intact concrete 

E* is practically determined by using the database.  The database is applicable to evaluate the 
relative damage even when an inadequate number of specimens are available from the existing 
structures.    
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Fig. 6 Relative damage E0/E* (bar graph) and the compressive strengths (circle) in actual 

structures. 
 

Relative damages of ten core samples in Table 2 were then determined and are shown in Fig. 
6. Relative damage E0/E* varies from 0.48 to 1.25. Damages estimated in nine samples are be-
low 1.0. All except core No. 2 sustained damages, some of them substantially.  In Fig. 6, the line 
connecting open circles denotes the compressive strengths determined. Relative damage and 
compressive strength correlate well. Thus, by using the relative damages from AE measurement, 
the compressive strengths can be quantitatively estimated. 

 
The damages of concrete are quantified in comparison with the specified values at the time of 

construction. In the case of old concrete, however, these data are often unavailable.  In addition, 
because the strength of concrete normally increases due to chemical reaction after construction, 
the degree of damage cannot be estimated from current strength values alone. Consequently, the 
relative damage is useful for quantifying the degree of damage, estimating the intact modulus at 
the current state by AE. 
 
5. Conclusions 
 

In uniaxial compression tests of concrete, the relation between the AE activity and concrete 
damage is analyzed, based on the rate process theory and damage mechanics. The degrees of 
damage in concrete samples are quantitatively estimated, even when the initial physical proper-
ties of concrete structure at the time of construction are unknown. Conclusions are summarized 
below. 
1) AE behavior in concrete is dependent on the damage, and can be approximated by applying 

the rate process analysis.  Loland's damage mechanics model can approximate the relation 
between stress and strain, and the applicability of the damage parameter in the model is con-
firmed. 

2) Based on the correlation between the decrease of Young's modulus and the rate ‘a’, Young's 
modulus of intact concrete is successfully evaluated.  Using the ratio of Young's moduli, 
E0/E*, the relative damage of concrete can be estimated.  
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3) Using the database, it is demonstrated that Young's modulus of intact concrete can be esti-
mated from a small number of core samples taken from existing structures. Because the 
strength of concrete normally increases due to chemical reaction after construction, the de-
gree of damage cannot be estimated from current strength values alone. The relative damage 
through AE measurement is useful for quantifying the degree of damage.   

 
References 
 
1) Ohtsu, M. (1989). A Review of AE in Civil Engineering with Emphasis on Concrete, Journal 
of Acoustic Emission, 8 (4), 93-98. 

2) Ohtsu, M. (2000). Diagnosis of Reinforced Concrete Structures by AE, Concrete Journal, 38 
(7), 10-16. 

3) Colombo, S., Forde, M., Das, O. and Halliday, J. (2001). AE Experiments on Concrete Beams: 
General Overview and Research in Progress on Bridges, Proc. 9th Int. Conf. on Structural Faults 
& Repair, CD-ROM (Day 2). 

4) NDIS 2421, Recommended Practice for Ins-Situ Monitoring of Concrete Structures by AE, 
Japanese Society for Nondestructive Inspection, 2000. 

5) Ohtsu, M., Uchida, M., Okamoto, T. and Yuyama, S. (2002). Damage Assessment of Rein-
forced Concrete Beams qualified by AE, ACI Structural Journal, 99 (4), 411-417. 

6) Ohtsu, M. (1987). Acoustic Emission Characteristics in Concrete and Diagnostic Applications, 
Journal of Acoustic Emission, 6, (2), 99-108. 

7) Ishibashi, A, Hidaka, E., Farahat, A. M. and Ohtsu, M. (1995). Deterioration Evaluation by AE 
in Concrete Samples, Proc. 6th Int. Conf. Structural Faults and Repair, Vol. 2, pp. 69-74. 

8) Suzuki T., Watanabe, H. and Ohtsu, M. (2002). Damage Evaluation in concrete Using Acous-
tic Emission Method, 6th Far-East Conference on Non-Destructive Testing, pp. 111-116. 

9) Loland, K.E. (1989). Continuous Damage Model for Load-Response Estimation of Concrete, 
Cement and Concrete Research, 10, 395-402. 

10) Ohtsu, M. and Watanabe, H. (2001). Quantitative Damage Estimation of Concrete by Acous-
tic Emission, Construction and Building Materials, 15, (5-6), 217-224. 

 

 38  



 

 
DAMAGE ASSESSMENT IN DETERIORATED RAILWAY  

SUB-STRUCTURES USING AE TECHNIQUE 
 

TOMOKI SHIOTANI1, YASUHIRO NAKANISHI1, XIU LUO2 and HIROSHI HAYA2 

1 Research Institute of Technology, Tobishima Corporation,  
5472 Kimagase, Noda, Chiba 270-0222, Japan.    

2 Railway Technical Research Institute, Kokubunji, Tokyo 185-0034, Japan. 
 

Abstract 
 

Due to earthquakes, differential settlement and long-term weathering, civil structures have 
sustained deterioration. In super-structures located above ground, except for seriously damaged 
structures, evaluation of moderately or intermediately damaged structures is difficult. In 
sub-structures the damage would not be readily assessed even for severely damaged structures. 
Acoustic emission (AE) testing has a potential to evaluate the damages not only for su-
per-structures but sub-structures since it is a monitoring technique to detect fracture-associated 
elastic waves. In the present paper, damage indices using AE activity are discussed with real 
damaged concrete piers. Railway traffic is utilized to induce the AE activity. Through in-situ 
monitoring, AE monitoring promises to quantify the damages in the railway structures.    
 
Keywords: Calm ratio, damage assessments, railway structures, RTRI, improved b-value  
 
1. Introduction 
 

Currently, strong efforts to create standards for AE monitoring in concrete engineering are 
reflected in the recommended practices for in-situ monitoring of concrete structures [1]. Since 
the standard was based on the laboratory studies [2], while AE applications are practical, there 
are some issues to be resolved. In the present paper, the applicability of AE technique will be 
discussed with two railway sub-structures, and a plain concrete pier and an RC pier, both dete-
riorated. As indices for the degree of damage, RTRI and Calm ratio as well as improved b-value 
are studied in comparison with actual damage observed.  

 
Fig. 1 Representation of AE activity with damage progress. 
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Fig. 2 Peak amplitude distribution.  

 
2. Characteristic AE Activity with Damage Evolution 

 
Under incremental cyclic loads, AE activity in concrete can be represented with damage pro-

gress as shown in Fig. 1. Provided that damage levels are classified into four different levels: in-
tact; almost intact; slightly damaged; and heavily damaged, AE activity corresponding to each 
damage level is demonstrated as in the chart.  In the second cyclic load, AE activity would start 
to be observed at the load level of the maximum prior load. This phenomenon is referred to as 
Kaiser effect. In the subsequent third cyclic load, in which the material shows slightly damaged 
condition, the onset of AE appearance would be at a lower load level than previously applied. 
Decrease of effective areas against external load or accumulation of microcracks within materials 
appears to play significant roles for the observed behavior.  In order to express the relation of 
AE activity to the stress level experienced, such damage-indices as Felicity ratio [3], CBI ratio 
[4], and Load ratio [1] have already been proposed. It is also important to pay attention to the AE 
activity during unloading processes [5].  With the evolution of damage, not only the AE activity 
during uploading, but that during unloading becomes more intense. Accumulation of shear-type 
cracks seems to produce this phenomenon.  The ratio of the cumulative number of AE events 
during uploading to that during unloading, is referred to as Calm ratio [1] 
 
Damage indices using AE parameters 

The previously mentioned ratios may be difficult to apply for in-situ monitoring since the 
maximum stress to which the materials have been subjected is not readily available. Thus, we 
have proposed an RTRI ratio [6]. The RTRI ratio is defined by the following procedure: the onset 
of AE activity is estimated on the basis of whichever measured parameters such as stress or load, 
strain or deformation; the RTRI ratio is defined as the ratio of the parameter at the onset of the 
AE activity to the maximum value (or peak value) during an inspection period, instead of the 
maximum stress which the structure has experienced.  

 
In addition to those indices shown, AE peak amplitudes are closely related to the scale of 

fracture, namely the degree of damage. Thus, the level of peak amplitude becomes larger with 
the progress of fracture. However, it seems difficult only to pay attention to the peak amplitude. 
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As fracture develops, an apparent mechanical property of the structure changes as well, so that 
the condition of medium through which AE signals travel worsens; i.e., a high attenuation re-
duces even high AE peak amplitude at the source to low amplitude levels at the sensor.  Ac-
cordingly, in the present paper, the peak amplitudes are studied through their distributions, not by 
the absolute amplitude values.  Toward this end, the method for calculating the improved 
b-value (or Ib-value) has been used incorporating the statistical nature of amplitude distribution 
[7, 8]. See Fig. 2.   
 

 
 

Fig. 3 Arrangement of AE sensors together with 3D positions of AE sources. 
 

3. In-situ Applications 
 
3.1 A concrete pier damaged due to differential settlement (C-pier) 

In-situ AE monitoring was performed in a concrete (C-) pier (height x length x width = 5.5 x 
12.3 x 2.6 m) of a railway bridge. The monitoring site was located in a suburb of Tokyo, and 
about 420 train passages a day loaded the bridge repeatedly. The pier was made of plain concrete, 
and more than 70 years has passed since the construction.  During the extended service, the pier 
deteriorated due to differential settlement, and resulting macroscopic shear cracks were found.  
The crack observed was previously penetrated, and repaired traces were found along the crack. 
Crack motions were measured by using π-shaped displacement meters. The AE sensors array 
along the penetrated crack is shown in Fig. 3 as well as AE sources located. 12 AE sensors with 
built-in preamplifier (R6I, Physical Acoustics Corp.) were firmly fixed onto the pier surface with 
springs. AE events induced by train passage in service were subsequently amplified by 40 dB at 
preamplifiers and fed to AE monitoring system (Mistras, Physical Acoustics Corp.)  Both AE 
parameters and waveforms were recorded with the system. 
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Fig. 4 Crack traces observed in RC-pier, showing north, east and south side from left to right. 

Fig. 5 AE sensor array.

 

.  
Fig. 6 3D AE sources in RC-pier. (a) AE after 10 train passages; (b) After 4 passages. 
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3.2 A reinforced concrete pier damaged by an earthquake (RC-pier)  
AE monitoring was conducted on an RC pier of a railway rigid-frame bridge, on which bullet 

trains pass several times an hour. Due to a large earthquake (Mw = 7.0) in 2003, super-structures 
of most piers were seriously damaged. In the pier subjected to monitoring, however, critical 
cracks were not found above ground but serious damages were readily found in the lower part 
embedded into ground. The cracks observed below ground are shown in Fig. 4.  In the north 
side, for example, a crack of 0.7 mm width was found just above the footing and a diagonal 
crack, namely a shear-type crack, was observed at 1 m above the footing. These cracks are prin-
cipally distributed up to 1.5 m above the footing. To know the AE activity not only for seriously 
damaged but for intermediately damaged state, two arrays of AE sensors, A-array and B-array, 
were employed as shown in Fig. 5. A-array corresponds to the seriously damaged area while 
B-array shows the intermediately damaged area. In each array, 12 AE sensors of 60-kHz reso-
nance surround the pier. The same AE monitoring system and monitoring condition as those in 
the C-pier (Sec. 3.1) was used.  
 
4. Results 
 
4.1 AE sources located 

Figure 3 shows the results of 3D source locations in case of the C-pier. The AE sources were 
induced by train passage in service. The sources are drawn with open circles. Solid circles show 
the source positions that have the peak frequency of more than 20 kHz. The raw AE sources 
spread over the monitoring area irrespective of the crack location, but the sources of over 20 kHz 
were narrowly located along the pre-existing crack. Presumably, the AE sources with the peak 
frequency of over 20 kHz are closely related to the AE events generated due to the friction along 
pre-existing crack interfaces. Details of the discussion can be found in reference [9].  

 
Figure 6 shows 3D source locations in case of the RC-pier (Sec. 3.2), where all the AE 

sources are projected to the north side and the scale of the circle reflects the average peak ampli-
tude of all hits contributing to the AE source/event. Here, we focused only on the level of AE 
sources because of different population parameters of train passages. A-array shows many AE 
sources generated actively around the observed cracks, and the levels of AE sources distributed 
widely, namely from small to large amplitude. In B-array, the high-level AE sources found in 
A-array were absent, but almost the same amplitude level of AE sources were present. 

 
Fig. 7 AE and displacement activities. 
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Fig. 8 AE and displacement activities with a passage of bullet train. 

 
4.2 AE activity due to train passage 

To determine the RTRI and Calm ratios, it is essential to obtain AE activity as a function of 
external parameter such as displacement. Figure 7 shows the case of the C-pier, where cumula-
tive AE activity and behavior of π-displacement meter, installed on the observed crack, are plot-
ted against elapsed time. To evaluate only those AE events attributable to the secondary AE ac-
tivity, a 20-kHz high-pass filter was applied to the raw AE data set. In the plot, both activities of 
filtered AE hit and AE energy are shown. Even after filtering, different trends were observed for 
the onset of AE activity and the time when they suddenly increased. The maximum value of 
π-displacement meter, which is essential to obtain the RTRI, was readily identified with the plot 
in the C-pier (at 17:26:17 in Fig. 7).  

 
In the RC-pier, the AE activity and displacement behavior are given in Fig. 8. The displace-

ment showed cyclic behavior when a bullet train passes. Each peak corresponds to an individual 
car of the bullet train, suggesting the difficulty in obtaining both Calm ratio and RTRI. In this 
paper, the peak displacement (P) for the RC-pier was determined using the envelope of the cyclic 
variation (details can be seen in Discussion).        
 
4.3 RTRI and Calm ratio 

Based on the detected AE activity and the measurement of the π-displacement meter, the de-
gree of C-pier damage is quantified using the RTRI and Calm ratios (see Fig. 9). The AE activity 
of raw data is denoted with open circles (hit) and open triangles (energy), whereas that extracted 
with the high-pass filtering is exhibited by solid circles (hit) and solid triangles (energy). Dotted 
lines in the chart show reported criteria with regard to damage levels [2]. It is noted that raw AE 
activity is mainly caused by the train movement but filtered data presents the emissions induced 
by the crack movement [9]. The RTRI shows smaller value than 0.2 in the filtered AE activity. In 
seriously damaged structures, AE events within the material started to be generated even with a 
slight movement of the structure, namely from smaller displacements. A different trend can be 
found in the Calm ratio. Smaller Calm ratios were both obtained in the raw and filtered AE activ-
ity, whereas larger ratios were additionally observed in the filtered AE hits, suggesting that the 
number of AE hit during the loading process almost equals the number of AE hit during the 
unloading process in the filtered activity (about 0.8 in Calm ratio). It should be noted, however,  
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Fig. 9 Calm ratio and RTRI in C-pier, 
showing H: heavily damage, I: intermedi-
ately damage and M: moderately damage. 
 

Fig. 10 Calm ratio and RTRI in RC-pier, 
where ‘Event’ stands a located source. 

that the filtered AE energy showed smaller value than 0.2 in contrast to the filtered AE hits. This 
implies that the AE hits during the unloading process featured very low energy values in com-
parison to those during the loading process. Thus, in the C-pier, it can be concluded that RTRI is 
potentially useful for damage evaluation. In contrast, the Calm ratio depends strongly on the AE 
parameter used and its application must await further study.  

 
Figure 10 shows a similar plot of Calm and RTRI ratios for the RC-pier, in the same manner 

as in Fig. 9. The solid symbol denotes the case of A-array and the open symbol represents the 
case of B-array. Distributions of filtered AE hits and events show different trends. B-array 
showed almost 0.5 for the RTRI. However, RTRI for A-array distributed in two regions; one 
smaller than 0.4 and the other larger than 0.6. In the Calm ratio, B-array shows values smaller 
than 0.3, whereas A-array values are widely distributed from 0.1 to 0.7. In the RC-pier, damage 
quantification was thus difficult with either Calm ratio or RTRI. 
  
4.4 Improved b-value 

Figure 11 shows the amplitude distribution for the C-pier. A line shows the differential dis-
tribution and a cross symbol shows the cumulative distribution. In the plot, the result of Ib-value 
analysis is indicated by the broken line as well, where a negative gradient of the line denotes the 
Ib-value of about 0.05. In the C-pier, since a shear-type macroscopic crack was observed, it 
should be recognized that the Ib-value corresponding to the critical damage is about 0.05.  

 
The AE peak amplitude distributions of the RC-pier are exhibited in Fig. 12. Open circles 

(B-array) and open squares (A-array) show differential distributions and corresponding solid 
symbols show the cumulative distributions. In the figure, the averages of peak amplitudes in both 
arrays from all derived AE events are also indicated. Here, A-array corresponds to seriously 
damaged state while B-array shows the intermediately damaged state. When the average ampli-
tude is compared, the average peak amplitude in B-array is larger than that for A-array. Although 
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Fig. 11 Amplitude distributions in C-pier. 

 
Fig. 12 Amplitude distribution in RC-pier. 

 
this may suggest that AE events generated from the intermediately damaged state had larger am-
plitude than seriously damaged state, this is incorrect. While, in general, the larger the scale of 
fracture becomes, the larger the AE peak amplitude is, the use of the average peak amplitude is 
inadequate and misleading.  In the differential distribution in B-array, one sees that AE events 
are distributed narrowly around 45 dB, and few AE events have amplitude larger than 50 dB. In 
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A-array, AE events are distributed widely from low to high (from around 40 dB to 55 dB). The 
difference of the range in the distribution produced the anomaly. This is another reason for the 
use of the Ib-value analysis. Solid plots show that the gradient in A-array (Ib = 0.06) is smaller 
than that in B-array (Ib = 0.10), implying that the improved b-value becomes smaller with dam-
age evolution. This agrees with past observations [10]. Considering the Ib-value of 0.05 was ob-
tained from the C-pier, this corresponds to the criterion for the seriously damaged condition of 
these concrete structures.  
 
5. Discussion 
 
5.1 Damage quantification with RTRI and Calm ratio 

As shown in Figs. 7 and 8, both AE activity and external parameters such as displacement 
should be measured to obtain the RTRI and Calm ratio. In Fig. 8, however, considerably varied 
behavior with up and down movement was observed with passing bullet trains. Even with con-
ventional trains passing, the same manner of cyclic behavior was still confirmed (see Fig. 7). 
This suggests that when searching the corresponding value at the onset of AE activity, for exam-
ple, it should be carefully treated during unloading processes. Such attention also should be paid 
even during uploading processes: the displacement value corresponding to the onset of AE activ-
ity showed smaller value than previously during a series of loading process, namely ‘one’ train 
passage. Furthermore, it is also important to decide the maximum value during the loading proc-
ess, particularly for obtaining Calm ratio. In Fig. 9, Calm ratios were obtained on the basis of Fig. 
8 using the following cumulative AE activity: AE events were accumulated between U and P for 
the loading process, while for the unloading process, those between D and T were accumulated. 
This is a finally employed idea to decide AE activity both during loading and unloading proc-
esses; i.e., accumulation of AE events during the uploading was tried first between U and P*. 
However, many cases showed no AE events in such condition at all. This suggests that it is cru-
cially important to decide the term both of loading (up-loading) and unloading (down-loading) 
processes in obtaining the Calm ratio.  

 
Not only for Calm ratio (see Figs. 9 and 10) but also RTRI (see Fig. 10), damage quantifica-

tion depending on the damage level, was difficult to find, and therefore further studies should be 
needed to clarify the applicability of those damage indices for actually damaged structures as 
well as considering the load/unload definition mentioned above. 

 
5.2 Damage evaluation using improved b-value 

Improved b-values were ~0.05 in seriously damaged structures (see Fig. 11 and A-array in 
Fig. 12), while in intermediately damaged, Ib-value of about 0.1 was obtained. As noted, it is dif-
ficult to identify the damage degree with peak amplitude only (more details of discussion can be 
found in [11]), and the analysis of improved b-value does not need such external parameters as 
displacement. This leads to a conclusion that Ib-values can indicate damage condition reasonably 
well although more applications with a variety of damage levels should be collected systemati-
cally.        

 
6. Conclusions 
 

Main findings obtained through the study can be summarized as follows: 
 

1) RTRI and Calm ratio, obtained from AE activity with reference to structural deformation, 
were strongly dependent both on the definition of loading processes, namely loading and  
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unloading, and an AE parameter employed. Thus, much more applications with a variety of 
fracture types and levels should be needed to clarify the applicability as a damage index. 

 
2) It was difficult to associate damage levels with the average AE peak amplitude. The peak 

amplitude distribution showed characteristic trends depending on the damage levels. In par-
ticular, improved b-value, indicative of the gradient of the distribution, is a promising pa-
rameter providing the degree of damage quantitatively.  
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Abstract 
 

There are only a few publication which give hints to the questions, when acoustic emission 
examination should be applied and which defects can be detected? This paper addresses flaws, 
cracks, and crack-like defects in pressure vessels made of ductile steel. Mechanisms which en-
able defect detection are identified, and the characteristics of these mechanisms are described. 
Based on the identified mechanisms and their characteristics, examples of conditions which lead 
to good or poor ability of defect detection are given.  This could be the basis for a quantitative 
grading system for defect detection by acoustic emission examination. Such a scheme could be 
further developed for the evaluation of probabilities of detection (POD), which are necessary for 
quantifying the benefit of acoustic emission examinations in reliability analyses and risk based 
inspections. 

 
1. Introduction 
 

There are many standards dealing with acoustic emission (AE) examination of metallic pres-
sure vessels, e.g. [1, 2]. In these standards, only fuzzy answers are given to the question, which 
defects can be detected by acoustic emission examination. The problem that plastic deformation 
and crack growth in ductile pressure vessel steels may be only a weak AE source [3 - 6] leads to 
frequent discussions about the effectiveness of AE examination. 

 
This paper concentrates on flaws, cracks, and crack-like defects in metallic pressure vessels. 

Because usually high ductility is required for pressure vessel steels, such defects in ductile steels 
(elongation after fracture ≥14% and Charpy-V-notch impact energy not less than 27 J) are con-
sidered here. Of course, material embrittlement in combination with the considered defects is 
possible. 
 

To reduce the complexity of the problem, mechanisms which may activate AE sources dur-
ing AE examination are classified according to the following criteria: 

 
• Within one group of mechanisms the AE characteristics should be similar. 
• Based on the known operating conditions of a vessel, it should be possible to decide 

whether or not a mechanism is relevant for the considered vessel. 
• The expected total AE is the sum of the AE from the different mechanisms. 

 
One of the most important parameters is the loading at which the AE occurs. Because of the 

Kaiser effect, it has to be distinguished between first and subsequent loading. The loading at the 
defect is increased if the pressure is increased but also if the defect size is increased. As single 
loading parameter, which reflects both influences, the rate of the pressure to the burst pressure is 
used. The burst pressure is pressure when a pressure vessel with the considered defect fails by 
burst. 
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Fig. 1 Weld flaw; a) initial flaw after welding; b) flaw after operating period. 

 

 
Fig. 2  Example of bad bonding at weld with incomplete penetration after welding. 

 
2. Description of Flaws, Cracks, and Crack-like Defects 
 

To show the appearance of defects, typical properties of weld defects are shown in Fig. 1. A 
flaw near to the fusion line is sketched. There may be slag or a brittle surface layer in the flaw. 
The flaw may end in a zone of poorly bonded material. Other smaller inclusions may be present. 
After a period of operation, at one side the connection of the flaw may be open to the surface of 
the vessel due to crack propagation. At the opposite side of the flaw, the poorly bonded material 
may be fractured, und crack initiation may have taken place. Due to deformation, brittle fillers 
(slag) and surface layers are broken. Also smaller brittle inclusions may be broken. If the flaw is 
open to the surface, the operating medium may penetrate into the flaw. Corrosion or oxide layers 
may be built at the crack or flaw surface. A combination of such flaws and cracks with material 
embrittlement is probable.  Typically, only some of the properties described above arise in a real 
weld defect. Figure 2 shows an incompletely penetrated weld as an example of a defect. A poor-
bonding zone can clearly be seen at the tip of the notch. 

 
For situations similar to the ones described above, the following source mechanisms for AE 

activities are identified. Most of the described mechanisms can also arise in flaws and cracks at 
the base material. 

 
2.1 Plastic deformation of ductile material 

For the zone where the plastic deformation occurs, material with good quality (comparable to 
material of usual tensile test samples) is considered. Material deficiencies, e.g. embrittlement and 
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inclusions, are dealt with separately. Local plastic deformation of ductile pressure vessel steels 
may be a very weak AE source (see [4, 5]). 
 

For typical ductile pressure-vessel steels, only low amplitude signals are expected. At the 
first loading the AE activity typically increases (Fig. 3) until general yielding; afterwards the 
activity decreases. In the case of subsequent loading or loading of cold-worked material, the ac-
tivity is minimal.  

 
Fig. 3  AE activity due to plastic deformation of defect free material depending on the load level. 
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Fig. 4  AE during plastic deformation of a notch in a pressure vessel. 

 
To obtain information on the AE due to the local plastic deformation, which is expected dur-

ing the loading of a crack or crack-like defect, the following experiment was performed: An old 
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vessel, with a diameter of 800 mm and a wall thickness of 15 mm, was pressurized to the test 
pressure twice. During the second pressurization, the AE activity was low due to Kaiser effect. 
Afterwards, a notch was ground into the longitudinal direction of the cylindrical shell. The shell 
was made of St41KT, which is a carbon pressure-vessel steel with a carbon content of 0.17%C 
according to an old Austrian standard. At the middle the width of the notch was extended, and a 
strain gauge was applied. 
 

The AE was measure with five sensors (VS150M, Vallen Systeme, Germany), the nearest 
one at a distance of 100 mm. A pencil-lead break (0.5 mm, 2H) at the notch results in amplitudes 
over 85 dB at the nearest sensor. Figure 4 shows the pressure, the measured strain at the notch, 
and the AE during the first and second pressurization after introducing the notch. A number of 
signals, most of them with small amplitudes, were recorded. Only a few AE events could be reg-
istered at sensors at larger distances. The test was repeated with a notch in the weld material re-
sulting in even less AE activity. This may be caused by the smaller carbon content and, there-
fore, smaller cementite content of the weld material. 

 
This example shows the possibly small AE activity due to the local plastic deformation. Of 

course this was measured in a simple low-carbon pressure-vessel steel and may be different in 
other materials. 

 
2.2 Crack initiation or crack propagation in ductile material 

For the material in the ligament, good quality (comparable to material of usual fracture me-
chanics test samples) is considered, and material deficiencies are dealt with separately. Crack 
initiation and crack growth in ductile pressure-vessel steel is dominated by the mechanism of 
void coalescence, which is a weak AE source [4, 6, 14]. Acoustic emission may be expected 
from brittle micro-fracture events, which may take place, depending on the material quality and 
stress state, more or less frequently. 
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Fig. 5  Activity due to stable crack growth in ductile materials depending on the load level. 

 
Stable crack growth in ductile materials takes place at relatively large loadings, after crack 

blunting and crack initiation [7 - 9]. Therefore, AE from this mechanism can only be expected at 
the first loading at relatively high ratios of the loading to the limit load (Fig. 5). At subsequent 

 52  



loading stable crack growth may only be expected if the loading approaches to the maximum 
value of the previous loading. If the pressure of the actual pressure test is not larger than the one 
of a previous pressure test, a larger ratio of the pressure to the limit pressure can only be reached 
if the defect had grown during the operating period. 

 

 
 

Fig. 6  AE during stable crack growth in a pressure test. 
 

To obtain information on the AE activity during crack extension the following example is 
given: A longitudinal notch was introduced into the cylindrical shell (diameter 250 mm, wall 
thickness of 7 mm, material similar to 34CrMo4) of a small non-welded vessel, which had al-
ready a pressure test during fabrication. Afterwards the vessel was cycled until crack initiation, 
decreasing the estimated burst pressure below the test pressure. In a pressure test performed af-
terwards, which approached the burst pressure, the AE shown in Fig. 6 was measured. The mi-
crograph from the crack tip (Fig. 6) shows clearly that stable crack growth took place at this 
pressure test. 

 
In the case of this ductile steel (elongation after fracture >14%) with relatively high strength 

(0.1% proof strength of about 900 MPa) a small number of AE events took place at pressures 
relatively near the burst pressure. In this case the AE amplitudes were relatively large, which 
indicates brittle micro-fracture at some instances. For comparison, a Hsu-Nielson source (2H, 0.5 
mm) at the defect location resulted in amplitudes of about 78 dB. In the case of carbon steels 
with low strength and large ductility, it is possible to find stable crack growth with lower rates of 
brittle micro-fracture events, resulting in a smaller AE activity, [1 ]. 4
 
2.3 Fracture, decohesion or friction of fabrication-caused brittle fillers or layers, and opening of 
poorly bonded zones 

In the case of fracture, or decohesion of fabrication-caused brittle fillers or layers, and open-
ing of poorly bonded zones, high amplitude AE signals can be expected, but friction may cause 
low amplitude signals.  Fracture and decohesion of these defects take place at relatively low 
loadings (Fig. 7). Such inclusions and layers fracture only once, and AE is expected mainly dur-
ing the first loading, and for relatively small ratios of the loading to the limit load. Due to the low 
loading required for fracture, or decohesion of such defects, small defects can be detected. 
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After the fracture, such inclusion and layers may split into parts, which may be wedged to-
gether. During subsequent loading AE from friction at the contact surfaces of these parts can be 
expected. This activity will start with low amplitude signals at low loadings - signals which are 
caused by the usual friction of the defects surfaces. Because these fracture surfaces may be 
wedged together, burst signals due to release of wedged surfaces (Fig. ) can be expected when 
the crack is opened. These burst signals may have larger amplitudes and this AE activity is in-
creased, if the crack opening is increased. This AE activity stops when the crack is opened in a 
way that the fracture surfaces are not wedged together anymore. 

10
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Fig. 7  AE activity due to fabrication caused brittle fillers, layers, and poorly bonded zones as 

function of the load level. 

 
Fig. 8  AE at first pressurization of a longitudinal weld with incomplete penetration. 

 
As an example, the AE activity during the first pressurization test of 21 small vessels (diame-

ter 350 mm, wall thickness 3.5 mm) with incompletely penetrated longitudinal seam was investi-
gated in [10]. The distribution of the AE events versus amplitude and pressure (Fig. 8) shows the 
following: There is a maximum of the large amplitude signals at about half the burst pressure. 
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Near the burst pressure the rate of high amplitude signals is small. For the small and medium 
amplitude signals one maximum exists at about half the burst pressure and one at large pressures. 
If it is assumed that most AE activity, mainly the signals with large amplitude, during the first 
loading of an incomplete penetrated weld results from the fracture of slag inclusions and the 
opening of poorly bonded material, the observed distribution indicates clearly that these AE 
events mainly take place at lower loads. A maximum in the AE activity at loads far blow the 
burst pressure is indicated. 

 
2.4 Fracture, decohesion, or friction of inclusions in the ligament 

The difference between brittle fillers at the flaw itself and smaller inclusions is mainly the 
size. Brittle fillers are at the flaw itself, while inclusion may be present in the highly stressed 
ligament. Due to fracture of the material between inclusions larger flaws may be built.  The in-
tensity of the AE sources depends mainly on the size and strength of the inclusion. Larger size 
and strength of inclusions lead to larger amplitudes.  The number of events correlates with the 
number of inclusions. If the density of inclusions is constant, the number of AE events is propor-
tional to the volume of the (plastically) deformed material. 

 
The loading and/or deformation, at which inclusions fracture, depend mainly on the strength 

and size of the inclusions. Inclusion with low strength may fracture before plastic deformation 
starts. The largest rate of AE events due to such events can be expected at the beginning of plas-
tic deformation. Therefore a distribution of the AE signals over the loading similar to the one for 
plastic deformation is expected (Fig. 3). 

 
2.5 Fracture, decohesion, or friction of layers and fillers built due to operation 

Layers and fillers produced during the operation period are different to the ones produced 
during the fabrication process. Layers produced due to operation are not present in the pressure 
test after fabrication, because they are produced during the operation period. If the crack or flaw 
is open to the inside of the vessel, the operating medium can penetrate into the flaw or crack; if it 
is open to the outside surface, the ambient air penetrates into it. At flaws or cracks, which are not 
open to the surface, such layers or fillers are not to be expected.  High amplitude signals can be 
expected from fracture and decohesion of such layers, while friction may cause low amplitude 
signals. 

 
These layers are produced during operation and will be stress-free at the loading at which 

they are produced. Below the loading at which they are produced, they will be mainly in com-
pression, resulting mainly in AE due to friction (Fig. 9). For loadings larger than the one at 
which these layers or fillers are produced, fracture and decohesion of these layers and fillers may 
cause burst signals with large amplitudes. Subsequent loading will cause mainly AE due to fric-
tion. Such layers and fillers may fracture due to changes in the operating load, and, therefore, 
large variations of the operation pressure may decrease the AE in a pressure test. 

 
2.6 Material embrittlement in ligament 

Material embrittlement in the ligament will lead to an enhanced rate of brittle micro-fracture 
events at the crack front and at the ligament. High amplitude signals can be expected long before 
burst [11] especially if hydrogen embrittlement is included [12, 13]. 

 
If the concept of linear fracture mechanic applies also at the micro-scale, fracture at the mi-

cro-scale occurs if K = Kc. Following this concept, micro-fracture occurs mainly during the first 

 55  



Pressure
burst pressure

First
pressurization

Subsequent
pressurization

A
co

us
tic

 e
m

is
si

on
ac

tiv
ity

B
ur

st

1

Low amplitude
signals (friction)

P
re

ss
ur

e 
fo

r b
ui

ld
in

g
th

e 
la

ye
rs

M
ax

. o
pe

ra
tio

n
pr

es
su

re
 

Fig. 9  Activity due to operation caused brittle fillers and layers as function of the load level. 
 

loading. In subsequent loadings considerable AE can only be expected, if something has 
changed, e.g. further embrittlement, crack growth, etc. 

 
2.7 Friction at crack surface 

The friction at the crack surfaces without brittle layers or fillers is considered, e.g. fatigue 
cracks without any corrosion or other layers.  Low amplitude events may be expected at low 
loadings if crack surfaces lose contact. Larger AE amplitudes are expected when wedged con-
nections (due to larger irregularities of the fracture surfaces) are released. 

 

 
Fig. 10  Release of surfaces which are wedged together. 

 
Typical small amplitude events from friction at the fracture surface will occur at low loading. 

At higher loadings, when the crack opens, further AE events with larger amplitudes from the 
release of wedged connections (Fig. 10) may be expected. Such AE events occur during the first 
as well as in subsequent loadings. Due to the decreased plastic deformation in subsequent load-
ings, the AE activity due to friction may also be decreased. 
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3. Conclusions 
 

From the different mechanisms for the detection of cracks and crack-like defects in ductile 
material by AE examination, it is obvious that details of the defect are important for the detect-
ability.  Some examples for good detectable defects are: 

• Flaws or poorly bonded regions caused by the welding process: They result in large AE ac-
tivity during the first pressurization test after the fabrication. It has to be noted that also 
very small flaws and inclusions may result in considerable AE activity. 

• Cracks or crack-like defects with layers and fillers produced due to the operational envi-
ronment, e.g. corrosion layers. 

• Cracks and crack-like defects which have their crack-tip in material with insufficient duc-
tility 

• Cracks with irregular fracture surfaces and multiple branches, leading to crack surfaces 
which are wedged together. 

 
Conditions which lead to a low probability of detection of cracks and crack-like defects in 

ductile material: 
• Ductile material with low probability of brittle micro-fracture in the ligament, e.g. low 

strength steel, base material 
• Non-corrosive environment, or in corrosive environment which does not lead to corrosion 

layers or material embrittlement, e.g. acid corrosion. 
• Plane fracture surface and low surface roughness of the fracture surface, e.g. high cycle fa-

tigue cracks, or cracks which started from a single sharp notch. 
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Abstract 

 
Acoustic emission (AE) testing of thick-wall vessels operating at elevated temperatures is 

discussed and pattern recognition methodologies for AE data evaluation are presented. Two dif-
ferent types of testing procedures are addressed: Cool-down monitoring and semi-continuous 
periodic monitoring. In both types of tests, temperature variation is the driving force of AE as 
opposed to traditional AE testing where controlled pressure variation is used as AE stimulus. 
Representative examples of reactors cool-down testing as well as in-process vessel monitoring 
are given. AE activity as a function of temperature and pressure variation is discussed. In addi-
tion to the real-time limited criteria application and/or complimentary source location analysis, 
cluster analysis and principal components projection is applied as a post-processing tool for sig-
natures evaluation, multidimensional sorting, noise discrimination, characterizing defects and/or 
damage. Supervised pattern recognition is also used for data classification in repetitive critical 
tests, leading to an objective quantitative comparison between repeated tests. Results show that 
damage sustained by the equipment can be described by plotting the cumulative energy of AE 
from critical signal classes against temperature or by evaluating located sources from the respec-
tive critical signal classes. Overall, the proposed methodology can reduce the complexity of AE 
tests in many cases leading to higher efficiency. The possibility for real time signals classifica-
tion during permanent AE installations and continuous monitoring is discussed.  
 
1. Introduction 
 

Detecting defects in pressure vessels with acoustic emission (AE) testing is most commonly 
used in conjunction with a hydro-test or during an on-line over-pressurization.  Thousands of 
such AE tests were performed since mid-1980s based on ASME [1] code and MONPAC [2] sys-
tem.  In addition to that, on-stream [3, 4] AE inspection is often used for continuous or semi con-
tinuous AE monitoring.   

 
In contrast with pressure vessels operating at or near ambient temperatures, thick-wall ves-

sels operating at high temperatures experience different stress states and damage mechanisms 
while in operation. In pressure vessels operating at ambient temperature, AE is produced due to 
stressing by the application of internal pressure. In high-temperature vessels the most significant 
parameter and the driving force of AE sources is the temperature variation. More specifically, the 
rate of temperature variation is the most significant factor in the production of AE from the struc-
ture as significant thermal gradients can be experienced through the thickness of the material 
leading to thermal stressing. 

 
On-stream AE testing of thick-wall vessels operating at high temperatures is often based on 

semi-continuous AE monitoring. It is applied either periodically (as short-time continuous moni-
toring at time intervals, appropriate for the conditions of the vessel) or during specific con-
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ditions e.g. start-up or cool-down, introducing highest stresses. The recorded AE is more com-
plex to analyze for this kind of tests, compared to AE analysis during controlled pressurization. 
At these conditions the processes/contents of the vessel can produce some AE activity which 
must be distinguished from material related emission. Thus, more advanced data treatment tech-
niques are needed. The comparative nature of such tests also renders the automation and stan-
dardization of data treatment (filtering, noise elimination, evaluation, criticality etc) an important 
part of the test. Here, pattern recognition offers particular advantages over traditional data analy-
sis. In the present paper, advanced techniques for data analysis and evaluation are presented and 
automated data processing will be investigated using commercially available software packages. 
 
2. Cool-Down Monitoring 

Cool-down monitoring is typically performed on high-energy piping or reactors as they are 
taken out of service and cooled down for turn-around maintenance and inspection.  As the inter-
nal temperature drops (the internal pressure is held at the operating level), a thermal gradient is 
established through the vessel wall.  The effect of temperature and pressure variation during the 
cool-down process is demonstrated in Fig. 1. It is worth noting that significant pressure variation 
does not affect AE activity.  The higher the cooling rate, the higher the thermal gradient. The 
thermal gradient gives rise to thermal strains that add to the existing hoop and longitudinal 
strains. The ideal cool-down test is one where, for a given internal pressure, the thermal gradient 
stays within limits that correspond to 110% and 150% of normal operating load.  However, de-
liberate increase in stressing by increasing cooling rate is not recommended as this may actually 
cause defects. 
 

 
(a)        (b) 

Fig. 1  Typical response of a reactor vessel during cool-down and related AE activity. 
(a)  temperature change, (b) significant pressure variation for the same period. 

 
Case study from another reactor is presented in Figs. 2, 3 and 4, showing source locations 

and cumulative AE activity, during cool down. Eighteen PAC-R15I AE sensors were mounted 
on waveguides on a triangular set-up (3 x 4 attached on the shell and 2 x 3 on the heads of a reac-
tor with O.D. = 3.3 m, L = 5.7 m, thickness 42mm). 

 
The vessel was monitored with AE for short periods during normal operation in order to as-

sess background noise. Actual monitoring started before the cool down. Acoustic emission data 
evaluated during partial cooling down from 260oC to 170oC (as the reactor was not cooled down 
to ambient temperature - such thermal loading due to partial cool down is often performed for the 
needs of catalyst regeneration). AE data were originally analyzed by means of standard MON-
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PACTM practices where traditional filtering, zonal location and zonal intensity plots (ZIP Grad-
ing) were applied.  
 

The results of conventional analysis based on Swanson filtering and further filtering using 
AE signatures are presented in Fig. 2 together with temperature variation (decreasing as a func-
tion of time – grey line). Among the three cumulative hits lines plotted in Fig. 2, genuine AE 
(red line) can be seen well correlated with temperature variation while the remaining two catego-
ries un-correlated. The green line, active from the beginning of the test, corresponds to friction 
and mechanical noise as identified mainly by Swanson filter. The light-blue line of cumulative 
hits, corresponds to flow noise at the end of the cool down, and this was confirmed by the opera-
tions department of the plant.   
 

 
 

 
 
Fig. 2  Cumulative AE hits (top graph) and cumulative AE energy (bottom graph) from three dif-
ferent classes (genuine AE, friction-mechanical noise and flow noise). Temperature variation 
superimposed (grey line). 
 

The traditional analysis was further enhanced by means of cylindrical location. Location sta-
bility was investigated in depth as a means to validate and further characterize sources. Within 
this framework, a parametric study performed producing location maps using traditional algo-
rithms based on 3 hits per event as well as advanced algorithms based on 4 and 5 hits per event.  
Typical cylindrical location results are presented in Fig. 3, together with structural details of the 
vessel (welds position and nozzles). Further source characterization performed by means of clus-
ter analysis is shown in Fig. 4. 
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Fig. 3  Cylindrical location results. Nozzles and welds position superimposed. Note con-
centrated source at the intersection of longitudinal and circumferential weld. (view on the 
right). Dual circumferential lines indicate weld and reinforcing ring.  

Fig. 4 Cluster analysis ap
cluster energy, point colo
welds, reinforcing ring) su

 

 

 

 

 
plied for source characterization. Cluster color as a function of total 
r as a function of hits concentration. Structural details (nozzles, 

perimposed on graph. 
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In order to investigate the feasibility of automated analysis by means of pattern recognition, 
the AE data were further analyzed using supervised pattern recognition (SPR) algorithms of 
NOESIS [6] software. During pre-processing stage, additional features were calculated as a 
combination of measured signal features. Rise angle, initiation and reverberation frequencies 
were calculated [5] and used as part of the pattern vector.  

 

 
 
Fig. 5: Principal components projection of reactor data (AE, friction-mechanical 
noise and flow noise). 

 
Principal component projection (typical scatter plot of the 1st and 2nd principal components is 

presented in Fig. 5) performed before the training of k-Nearest-Neighbor Classifier (k-NNC). 
Euclidean distance was used as measure of similarity, while the value of “k” was set to 3. 
 

The data in hand were split at random to form training and test set. The data composing the 
training set, were used as representative examples to train the classifier, while the data compos-
ing the test set were used to test the classifier and measure the classification error. The classifier 
stability (variation of classification error) investigated throughout parametric study where multi-
ple training/test sets produced using the random split utility of NOESIS software. In addition, the 
effect of training-set size on the classification results was investigated by training the classifier 
using a training set each comprising 20%, 30% and 50% of the data.  The overall error (misclas-
sified hits over the total number of hits) was below 5% in all trials. However, an increase within 
class error of up to 19% was encountered in some trials, depending on the training and test set 
used.  
 

In most of the cases of increase-within-class error, flow noise signals were recognized as 
genuine AE. Confusion found also between friction and AE where friction and mechanical noise 
signals were classified as AE. Closer investigation on the classifier performance and the misclas-
sified hits indicated that the confusion was due to the secondary hits and reverberated signals, 
since the first hit (as revealed by zonal analysis) were classified successfully.   
 

In order to enhance further the classifier performance, two different approaches were fol-
lowed. In the first one, first-hit analysis was applied as a pre-processing step. In this way only the 
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first hits were presented to the classifier resulting in overall error of less than 4% and within-
class error of less than 7.5%. As an alternative a two-step classification process is established 
where at first AE and friction data were discriminated from flow noise and during the second 
step AE data were discriminated from friction and mechanical noise. The classifier performance 
improved in both cases by more than 50%. Overall the results show that supervised pattern rec-
ognition can be applied effectively for the classification of AE data during cool down of thick-
wall vessels. 
 
3. Semi-Continuous Periodic Monitoring 

A series of autoclave vessels, serially connected one after the other, are used in a production 
process. A bauxite-soda mixture passes through steam-heated autoclaves operating at elevated 
temperatures and under high pressure. The nature of the contents and operational parameters 
produce a number of problems with not a single reliable solution in the condition evaluation and 
repair of such vessels as reported by the operators. Caustic stress corrosion or caustic embritle-
ment is a common type of failure mechanism encountered in such operating environments [7, 8].  
 

 

Fig. 6: Autoclave views, sensors locations and 
zones grades during hydro test, 1st loading 
(purple=C, light blue=B, green=A). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Autoclaves are inspected and repaired in a cyclic manner (one after the other). This requires 

the shut down of the entire process and re-piping the entire line of the reaction process. It was 
decided to attempt on-line evaluation with AE to determine the possibility of damage evaluation 
and the level at which various repair methods perform. One autoclave was removed from service 
and repaired at a number of welds and other areas. Main defect mechanisms were cracks and 
caustic stress corrosion cracking. Various repairs were attempted by using stainless-steel lining, 
stainless-steel electrode overlay and traditional crack repairs (remove and fill).   
 

Upon completion of the hot-work repairs, the autoclave was monitored by AE during hydro-
test. At this point AE data were recorded for reference. Data were recorded and evaluated by 
standard techniques (MONPAC procedure for AE monitoring during hydro-test). The AE activ-
ity of the 1st cycle produced some moderate MONPAC grades (grade C), primarily in the repair 
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areas (zones near the lower manhole and the top of the autoclave as presented in Fig. 6). In addi-
tion significant events were located in these areas. Some emissions and source locations were 
also found on the lower and upper circumferential welds.  
 

Due to the hot-work repairs, though, data from the 1st cycle include significant activity from 
local yielding (not necessarily structurally significant defects), thus 2nd pressurization cycle was 
performed. During the 2nd cycle AE activity was significantly lower indicating that no structur-
ally significant sources are present for the test loads. The reduced activity produced only low 
MONPAC grades (grade A).  Shortly after the vessel went on-line, semi-continuous AE monitor-
ing was scheduled every four to six months, aiming to record data during normal operation in 
order to assess the conditions of the vessel and repair effectiveness. Variation of the operating 
parameters for one of the monitoring periods is presented in Fig. 7. Conventional AE data analy-
sis (using traditional filtering and location techniques) was originally followed. 

 

 
 

Fig. 7  Typical range of operating parameters for the autoclave being monitored. 
 

In an attempt to automate evaluation of the semi-real time periodic monitoring, pattern rec-
ognition schemes were investigated. Within this framework, real and artificial AE data were used 
to produce a representative set which contained the main signal categories of interest, which are:  

1) AE from cracking or other intense sources,  
2) AE from low energy sources such as corrosion, erosion and others,  
3) Mechanical type of noise such as impacts, and  
4) Process noise.  

 
The representative set of AE data (to be used for training and testing), initially composed of 6 

AE features (rise time, counts to peak, AE counts, MARSE, duration and amplitude). The initial 
features selection was based on correlation analysis and visual examination of 2D and 3D corre-
lation scatter plots, as the one shown in Fig. 8.  The dimensionality of the features space was fur-
ther reduced using the auto pre-processing wizard and principal component covariance pro- 
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Fig. 8  3D signature plot of training/testing set. 

 
jections of NOESIS 4.0 AE Pattern Recognition software [6]. Typical projection of the original 
data to their principal components axes is shown in Fig. 9.  
 

A k-Nearest-Neighbour (k-NNC) Supervised Pattern Recognition (SPR) classifier was then 
trained using the representative data. The training used a random part of the data set to train and 
the rest to test the classifier. The stability of the classifier was investigated using different train-
ing-test sets. The overall (all classes) test error was in any case below 5%. The best performance 
was 2.4% error while an average performance from all different trials resulted in 3.56% error. 
The algorithm was further tested on data acquired during normal process at a later date and arti-
ficial Hsu-Nielsen sources. The trained classifier successfully recognized the different data cate-
gories (see Fig. 10).  
 

In order to facilitate AE evaluation and correlation of the AE sources with the physical phe-
nomena, the classification results shown in Fig. 10 are presented in the original AE feature space, 
using scatter plot of AE counts vs. Amplitude, as opposed to the principal components projection 
of Fig. 9.  Note that overlapping between signal classes is an artifact of projecting multi-
dimensional space to the two-dimensional space of AE counts-amplitude.  

 
The classifier was then used to investigate data from subsequent AE tests performed during 

normal operation, to assess the existence of damage mechanisms in the pre-defined categories. 
The test covered two short periods of monitoring (6-8 hours) over a two-day period. The classi-
fier showed that the Mechanical Noise and AE from crack-like sources were almost non-existent 
(<0.1%). A large portion of the signals was classified as AE from low energy sources (40% of 
the data) and the rest as process noise (see Fig. 11). 
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Fig. 9: Representative AE data set - Covariance projection. 
 

 
 
Fig. 10: New test data set. The trained classifier successfully recognized the different data cate-
gories. 
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Fig. 11: Classifier application to On-Line data acquisition. 
 

Classifier validity was further investigated by means of location analysis from each class of 
AE data from the previously mentioned set of data. The location plot of Fig. 12 shows that the 
Process-Noise class does not produce any location on the vessel. On the contrary, the Low-
Energy AE class results in significant and concentrated location at the repairs areas. This first set 
of data were also analyzed and evaluated by traditional AE methods (graphs, filtering etc.), 
which produced a similar result to the SPR classifier.  This is an indication of the classifier being 
able to produce the desired data separation for in-process monitoring. 
 

   
 
Fig. 12  Location from the second monitoring during normal operation: Process class (left) and 
the low energy AE (right). 
 

Application to another monitoring period (third period) during acquisition also provided 
similar information (Fig. 13). The low energy AE was at 47% of the total data and the Mechani- 
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Fig. 13  Location from the third monitoring during normal operation: Process class (left) and the 
low energy AE (right). 
 
cal Noise and Crack-like AE were practically non-existent in the data (0.2 and 0.3%, respec-
tively). Process noise was again the dominant class in the data.  

 
AE evaluation and correlation with the conditions that these results appear are being investi-

gated, considering that the location of AE data from genuine AE classes is the first indication of 
a damage mechanism. The change in AE behavior (compare Figs. 12 and 13) of the vessel be-
tween the two tests during normal operation depends on a number of parameters that were ob-
served during the tests. More specifically, the operational parameters in the first test had a sig-
nificant temperature drop at the end of the monitoring period (last 3 hours) when a large number 
of the data were recorded. The temperature variations in the third test were not so significant and 
thus any sources are not expected to be as active. However, as the mixture inside the vessel is not 
known precisely and follow-up results by means of metallographic or other analysis are not yet 
available correlation with damage mechanisms and classifier validity can only be performed 
based on experience. Classifier validation will be further investigated in future tests.  
 
4. Conclusions 
 

Thick-wall vessels operated at elevated temperatures were evaluated by means of traditional 
AE practices as well as pattern recognition techniques applied for the analysis of recorded AE 
data. The rate of temperature variation is the most significant factor in the production of AE from 
the structure since significant thermal gradients develop through the thickness of the material 
leading to thermal stressing. Source location is a valuable tool for both source characterization 
and SPR classifier validation. 
 

The success and validation of the SPR classifiers have been proven so far in these pilot tests. 
Classifier stability and within-class error should be considered as important factors in addition to 
the overall classification error. Within-class error assessment will indicate whether the classifica-
tion scheme might lead to false alarms (whenever noise is classified as genuine AE) or 
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whether the classification scheme might lead to over-filtering of AE data. The use of first hit as 
opposed to all hits is found to improve further the classifier performance. However such type of 
classifier complicates the subsequent location analysis and source identification.  
 

Overall, pattern recognition analysis techniques are suitable AE data analysis from both cool-
down and semi-continuous monitoring tests. Their use and refinement will continue in order to 
provide a solid, universally applicable method for AE data evaluation for thick-wall vessels op-
erating at elevated temperatures.  
 

Finally it is worth noting that real time classification investigated during autoclave monitor-
ing using NOESIS Live software [6]. The real-time classification showed that processing speed 
of modern AE systems and PCs renders real-time supervised pattern recognition feasible.  
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Abstract 
 

This paper reports on pressure-vessel steels to establish the relationship between the growth 
of ductile cracks and acoustic emission (AE) produced during the different steps of crack propa-
gation in laboratory specimens (plastic deformation, crack initiation and propagation). To deter-
mine the efficiency of the AE method to detect the evolution of the cracks in carbon and stainless 
steels we have used a simultaneous monitoring of electric resistance and acoustic emission, along 
with acoustic parameters, potential difference, and SEM fractograph. This study shows that AE 
characteristics of crack propagation depend on the category of steels and the different zones of 
propagation, as the base metals, the welds, and the heat affected zone (HAZ).  
 
Keywords: Pressure-vessel steel; acoustic emission; potential difference; crack propagation.  
 
1. Introduction 
 

At present, pressure vessels are subject to extensive non-destructive testing, especially acous-
tic emission (AE) method. This method is one of the few techniques having the potential for real-
time structural integrity evaluation. However, before the AE inspection of pressure vessels be-
comes fully practical, it is essential to understand the AE behavior of crack propagation in labo-
ratory specimens. 

 
This paper studies the relationship between the growth of ductile cracks in pressure-vessel 

steels and AE produced during crack extension in compact tension (CT) specimens. It is shown 
that it is possible to detect the different stages of the damage in laboratory specimens of pressure 
vessel materials. 
 
2. Experimental Procedure 
 
2.1 Materials and specimens 
The work was carried out on two kinds of pressure-vessel steels: AISI 304L stainless steel and 
P265GH carbon-manganese steel. In the present study, we examined three kinds of CT speci-
mens, designated as specimen A, B and C. Specimen A was not welded, whereas specimens B 
and C were welded. The specimens were fatigue pre-cracked, and this crack was introduced into 
different zone of CT specimens. The crack was in the base metal in specimen A. In specimen B, 
the crack ran in the heat-affected zone (HAZ) next to the weld seam, while the crack was in the 
weld seam in specimen C (Fig. 1). 
 
2.2 AE testing and electric method 

Acoustic emission signals were detected by two kinds of piezoelectric sensors, a wideband 
sensor (100 to 900 kHz) and sensors with a resonance frequency of 180 kHz. The sensors were 
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placed near the tip of the fatigue pre-crack. The acquired AE signals were amplified by 40 dB 
preamplifiers. The threshold selected was 40 dB (0 dB = 1 µV input), which was well above ma-
chine noise level.  
 

 

 

TYPES OF SPECI-
MENS 

 

SPECIMEN A SPECIMEN B SPECIMEN C 

POSITION OF THE 
CRACK  

Pre-crack in base 
metal 

Pre-crack in HAZ Pre-crack in weld 
seam 

 

Fig. 1  Different kinds of specimens used during the tensile tests. 
 

During the tests, electrical method has been adopted together with the acoustic emission. To 
measure the potential difference, a direct current from source is passed trough the CT specimen. 
Potential contacts are placed at points 1, 2, 3 and 4. Point 1 is located near the end of the fatigue 
pre-crack and it’s coupled with point 2, which is located on the opposite side of the specimen. 
Point 4 is on the same side as point 1 and it is coupled with point 3. This procedure was used and 
detailed by Ennaceur et al. [1]. 
 
3. Results and Discussion 
 
3.1 Mechanical and electrical results  

The recording of the mechanical and electrical results allows us to distinguish the different 
stages of rupture as shown in Fig. 2. This shows the load required to initiate and propagate the 
crack, and the voltage curve measured during the CT test against the displacement of the speci-
mens C of P265GH steel. The analysis of mechanical and electrical results of the different kinds 
of specimens (A, B and C) and different steels (304L and P265GH) provided us with the chrono-
logical classification of different stages of damage in CT specimens. 
 
3.2 AE response during the CT test 

The correlation between the results of electrical method and AE techniques allows to differ-
entiate every mechanism intervening during the crack propagation. The different sources of AE 
during crack propagation in 304L stainless steel and P265GH steel are:  

 
 Plastic deformation:  slip of dislocation in front of the crack tip;  
 Micro-crack: creation of micro-voids in the plastic zone;  
 Stable crack propagation: micro-voids coalescence; 
 Unstable crack propagation.  

 
3.2.1 Plastic deformation in front of the crack tip  
The slip, which is the source of AE during plastic deformation, produces low amplitude con-

tinuous emission. Others have shown that there is very little AE generated during the tensile de-
formation of 304 stainless steel (James et al., [2], Heiple and Carpenter, [3] and Scruby et al.  
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Fig. 2 Voltage is plotted along with the load versus the displacement during the CT test of 
specimen C of P265GH steel. 

 
[4]). These results were confirmed by performing tensile tests on the 304L stainless steel used in 
this investigation. The data indicated that there is very little AE generated by the slip in our 304L 
stainless steel as well. For example, the maximum amplitude recorded during this stage for the A 
specimen is 51 dB.  
 

Contrary to the 304L steel, the plastic deformation in CT specimens (B and C) on P265GH is 
characterized by an important acoustic emission. The analyses of the signals recorded during this 
deformation prove the presence of two sources of this AE: 
 

 Plasticity 1 is the first source of AE. It presents the first motion of dislocation that pro-
duces a low amplitude continuous emission (64 dB). 

 Plasticity 2 is characterized by an important acoustic emission, which is significant in a 
number of events and amplitude (90 dB in the case of the welding). This emission, 
caused by the energy liberated by the movement of dislocations, is emitted by peaks of 
signals (Fig. 3). These peaks of AE activity correspond to co-operative movements of 
dislocations. Several studies concerning carbon steel confirm this result. Among these re-
searchers, one quotes Ono et al. [5] who worked specifically on carbon steels and con-
cluded that the acoustic activity is very significant during the plastic deformation. 

  
In all specimens (in 304L steel and P265GH steel), along the plastic deformation, the most 

important AE was produced during the deformation in the weld seam. That means that the signa-
ture of this deformation depends of the heterogeneity and the ductility of the weld metals. The 
heterogeneity makes the movement of dislocations more difficult and more emissive because of 
the presence of a significant number of inclusions. The ductility reduces the periods of plastic 
instability, which constitute the principal sources of AE. 
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 Base metal HAZ Weld seam 

 
Big and shallow  

dimples 

 
Big and deep dimples 

 

 
Small and deep dimples  

 

3 1 2 

 
Fig. 3 Plasticity1 and 2 during plastic deformation in the weld seam of CT specimens on 

P265GH. 
 

One can conclude that in these CT specimens acoustic emission is a suitable means of detect-
ing the initiation (plastic deformation) of crack growth. 
 

3.2.2 Micro-crack in the plastic zone  
The source of the AE during this stage is the fracture and /or decohesion of the inclusions be-

cause they are generally very brittle, so they should be fractured very quickly. The results of the 
two steels show that the AE signature of the micro-crack mechanisms depends of the microstruc-
ture of the propagation zone (Table 1). Table 1 shows the correlation between the micrographs of 
specimens A, B and C of 304L and the AE recorded during their micro-cracking. 
 
Table1. Scanning electron micrographs of fracture surface in specimen A, B and C of 304L steel. 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

As shown in this fractography, the fracture surfaces of this material consist of dimples, which 
are the symbol of ductile rupture. Careful scanning electron microscope (SEM) examinations of 
the crack surface indicated that the dimensions of the dimples depend of the zone of propagation 
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4. Comparison of the AE Signature of the Two Steels 
 

The AE signature of the plasticity of the two steel is different. The plasticity of steel P265GH 
is more emissive and more energetic than 304L steel. Contrary to carbon steel, the plasticity of 
the stainless steel starts with a very little AE activity and increases progressively with the crack 
propagation. This difference is due to the nature of the plasticity which is a homogeneous defor-
mation for 304L steel and a heterogeneous plastic deformation for carbon steel P265GH. 

 
The number of AE events recorded during the tensile test of the CT specimens on carbon 

steel is more important than that recorded for 304L steel, which is true in the weld or the HAZ. 
Moreover, the most important AE parameters were recorded during the cracking of specimens on 
carbon steel. This phenomenon is due to the fact that 304L steel is much more ductile than car-
bon steel. The stainless steel amplifies the phenomena of plastic deformation and the resistance 
of the CT specimens. It has toughness superior to that of P265GH steel. This increase in tough-
ness is accompanied by a greater discretion with regard to AE, because the periods of plastic 
instability, which constitutes the principal sources of AE, are absent. 
 
5. Conclusion  
 

This investigation has shown the effectiveness of making AE measurements along with de-
tailed metallographic and electrical methods in determining the sources of AE during crack 
propagation in CT specimens on pressure-vessel steels (304L and P265GH) and in comparison 
with the AE signature of the two steels. 
 

The feasibility of using AE techniques to detect the different stages of ductile cracks propa-
gation in laboratory specimen of 304L steel and P265GH steel has been shown. The identifica-
tion of the AE signature of the different sources of the damage and the correlation with the mi-
crographs was based on the AE parameters like amplitude and energy. 
 
The results of this study are on the scale of laboratory specimens; their extension to the structures 
would be interesting to detect and locate the zone of the damage propagation and evaluate their 
severity in the pressure vessel in order to avoid their catastrophic ruptures. 
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Abstract 
 

Pumps play a significant role in industrial plants and need continuous monitoring to mini-
mize loss of production. This paper investigates the application of acoustic emission (AE) for 
detecting incipient cavitation. This paper also presents results from an on-going program to as-
certain the applicability of the AE technique for determining the best efficiency point (BEP) of 
an operating system. A large-scale pump rig (2.2MW) formed the basis of this investigation on 
which a series of NPSH and performance tests were undertaken. Results obtained demonstrate 
the successful use of the AE technique for detecting incipient cavitation. Furthermore, it is 
shown that the AE technique can clearly identify the BEP for a system employing pumps. 

 
1. Introduction 
 

Pumps are generally used in most of our domestic and industrial applications. Every pump 
manufacturer supplies characteristic curves for their equipment illustrating pump performance 
under given conditions. These curves demonstrate the inter-relationship between discharge ca-
pacities, pump head, power and operating efficiency. The ideal operating point for a pump is 
known as the best efficiency point, or BEP. This is the point where pump capacity and head 
pressure combine to provide the maximum efficiency performance from the pump. If the pump 
operates too far to the left or right of the BEP, not only may its efficiency be compromised, but it 
can also be subjected to increased wear, reducing operational life. In specifying pump require-
ments the purchaser would attempt to simulate the actual operating conditions that the pump will 
experience. This is always an approximation and as such the most plants do not operate at the 
most efficient point.   
 

Typically the pump manufacturer will undertake performance and NPSH (Net Positive Suc-
tion Head) tests on supplied pumps, the significance of the latter is to determine the 3% drop in 
head at which serious cavitations will occur. The Net Positive Suction Head - NPSH - can be ap-
proximated as the difference between the Suction Head and the Liquids Vapor Head. The con-
cept of NPSH was developed for purpose of comparing inlet condition of the system with the 
inlet requirement of the pump. It must be noted that cavitations will have started to develop be-
fore the 3% drop in head. Cavitation causes a loss of pump efficiency and degradation of the me-
chanical integrity of the pump. It is generally accepted that the critical pressure for inception of 
cavitation is not constant and varies with operation fluid physical properties and the surface 
roughness of the hydraulic equipment. 
 

Application of the high frequency acoustic emission (AE) technique in condition monitoring 
of rotating machinery has been growing over recent years [1-5]. Typical frequencies associated 
with AE activity range from 20 kHz to 1 MHz. None of the currently employed diagnostic tech-
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niques can provide early indication of cavitation. The most commonly used method is to observe 
the drop in head. Whilst other techniques such as vibration analysis and hydrophone observations 
for pump fault diagnosis are well established, the application of AE to this field is still in its in-
fancy. In addition, there are a limited number of publications on the application of AE to pump 
health and cavitation monitoring. Derakhshan et al. [6] investigated the cavitation bubble col-
lapse as a source of AE and commented that the high amplitude pressure pulse associated with 
bubble collapse generates AE. The experimental tests reported involved placing a test specimen 
in a tank of water. The specimen was subject to a jet stream of water within which bubbles were 
artificially introduced. AE transducers were placed on the specimen and the water tank external 
casing to offer insight into AE attenuation characteristics. It is interesting to note that Derkhshan 
observed increasing AE r.m.s. voltage levels with increased pressure of flow and cavitation. 
However, with the AE sensor mounted on the wall casing the reverse was observed, decreasing 
AE r.m.s. levels with increasing pressure and cavitation. This was attributed to a visible bubble 
cloud that increased with pressure. It was commented that this cloud attenuated the AE signature 
prior to reaching the transducer on the casing wall. 
 

Neill et al. [7, 8] assessed the possibility of early cavitation detection with AE and noted that 
the collapse of cavitation bubbles was an impulsive event of the type that could generate AE. It 
was observed that when the pump was under cavitation the AE operational background levels 
dropped in comparison to non-cavitating conditions. It is worth stating that prior to, and during 
cavitation, vibration measurements showed no significant change. In conclusion Neill stated that 
loss in NPSH before the 3% drop-off criterion was detectable with AE. Hutton [9] investigated 
the feasibility of detecting AE in the presence of hydraulic noise. It was noted that artificially 
seeded AE bursts were detected above background operational noise for turbulent flow, with and 
without cavitations. Furthermore, Hutton noted that the presence of cavitations in the system in-
creased the operational AE noise levels by a factor of 50. In addition, cavitation was found to 
generate a significant increase in noise level up to about 800 kHz.  

 
This paper presents results from an on-going program to ascertain the applicability of the AE 

technique for determining the best efficiency point (BEP) of an operating system, and the oppor-
tunities offered by the AE technique for detection of incipient cavitations. The results presented 
were centered on a 2.2MW centrifugal pump. 

 
2. Sensors and Acquisition Systems 
 

The AE sensors used for this experiment were broadband type sensors with a relatively flat 
response in the region between 100 kHz to 1 MHz (Model: WD, Physical Acoustics Corpora-
tion). AE sensors were located at five deferent positions; at a distance 1.8 m from the pump suc-
tion flange; 30 cm from the suction flange, on the pump casing in the vicinity of the impeller 
suction eye; on the outboard bearing housing and 30 cm from pump discharge flange. The output 
signal from the AE sensors was pre-amplified at 40 dB. Continuous AE r.m.s. voltage values 
were calculated in real time by the analog-to-digital converter (ADC) controlling software. This 
software employed a hardware accelerator to perform calculations in real time. The hardware 
accelerator takes each value from the ADC and squares it. These results are added into an accu-
mulator for a programmable time interval set by the user, 100 ms in this instance. The accumula-
tor is cleared at the start of the time interval, and the accumulator value will only be stored at the 
end of the time interval. The r.m.s. voltage is then calculated by taking the square root of the sum 
of the accumulated squared ADC readings. The time interval for acquisition was also set at 100 
ms.  
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3. Experimental Setup and Results 
 

Two tests were undertaken; a pump performance test and an NPSH test. The pump employed 
was a 2.2MW David Brown Pump (Model DB34-D) with a maximum capacity of 2210 m3/h at 
an efficiency of 85.5%. These tests were undertaken using a closed loop arrangement with a vac-
uum facility in accordance with BS 5316. Acoustic emission sensors were located at positions 
already described. Figure 1 shows the test pump. It must be noted that best endeavors were un-
dertaken to reduce the amount of time required to reach the required flow rate during tests. 
 

  
Fig. 1 2.2MW centrifugal pump which underwent perfomance and NPSH tests (insert: location 
of AE sensor on the pump casing in the vicinity of the impeller suction eye.)   
 

Figure 2 details the performance characteristics for seven test points (flow rates) with the 
BEP at 1760 m3/h. The performance test were undertaken twice to ensure repeatability. Observa-
tions of AE r.m.s. activity during the performance test are displayed in Fig. 3. Three separate 
NPSH were conducted at deferent flow rates 1686, 2192 and 1150, respectively. A result of the 
NPSH test at flow rate 1686 m3/h is shown in Fig. 4, while Fig. 5 highlights the AE r.m.s. activ-
ity during the NPSH test. 
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Fig. 2 Performance test result. 
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Fig. 3  AE r.m.s. observations during performance test. 

 

 
Fig. 4  Differential head vs. NPSH at flow rate 1686 m3/ hr. 

 
4. Discussion 
 

During the performance test, AE activity from the pump casing was found to have the largest 
magnitude, providing the best indicator for correlating AE activity to pump performance, see Fig. 
3. Based on these results the minimum AE r.m.s. value was obtained for a flow rate of 1830 
m3/hr. At this flow rate there was the minimum AE activity generated from the turbulent flow 
and associated interaction with boundaries. Either side of this flow rate resulted in continuously 
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Fig. 5  AE r.m.s. activity during NPSH testing. 

 
increasing AE r.m.s activity with increased flow rates. The predicated efficiency point was 
checked with the manufacturer performance test and was found to be accurate within 70 m3/hr or 
4%. The difference is attributed to experimentation and approximations made in estimating the 
BEP. 
 

During the NPSH tests an increase in AE (0.6 to 0.77 V) was observed at the start of cavita-
tion, see Fig. 5. Relatively constant AE r.m.s. levels followed this until an NPSH of 21 m when a 
rapid decrease in AE r.m.s. levels was noted. With further reductions in NPSH the AE r.m.s. lev-
els rose again to the original levels prior to the sudden drop in AE r.m.s. To understand the AE 
signal behavior, it is essential to understand the cavitation sequence. Once the suction pressure 
starts to decrease, vortexes start to occur at the impeller-blade tips. With further reduction in 
pressure these vortexes take the form of traveling bubbles in the liquid. These bubbles are ini-
tially created in lower pressure area on the suction surface of the blades. Eventually the bubbles 
move to higher-pressure areas where they collapse. With even further reduction in the suction 
pressure, the bubbles combine into larger cavities. These cavities are usually formed on the im-
peller blade suction surface [10].  
 

It is postulated that at the start of the NPSH test the increase in AE r.m.s. levels was attrib-
uted to the onset of cavitation. At an NPSH value of 23 m the sudden drop in AE r.m.s. was at-
tributed to the attenuation caused by bubble clouds. The loss in AE intensity due to the presence 
of cavitation was noted by Neill [7, 8] and Derakhshan [6].  This is not surprising if cognizance 
is taken on the findings of Derakhshan [6] and Hutton [9] where it was noted that where direct 
contact between the cavitating liquid and the housing structure (pipe), increases in AE activity 
correlated directly with increasing cavitation. In the case of the AE sensor mounted on the impel-
ler casing, direct constant is not made with the impeller itself but rather the casing, and again 
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as noted by Derakhshan et al. [6] this arrangement causes a decrease in AE activity with increas-
ing cavitation. At an NPSH of 19 m, the AE r.m.s. values increased again and are maintained at 
the original r.m.s. levels attributable to incipient cavitation. At this point the 3% drop had been 
reached. Interestingly observations of AE r.m.s. levels for Channels 2 and 3 showed continuous 
increase in levels with decreasing NPSH.  
 
5. Conclusions 
 

The results from AE analysis have shown a relation between the amplitude of AE and the 
rate of cavitation. An increase in the r.m.s. value was observed long before having a significant 
sign of cavitation. At high NPSH value where incipient cavitation is known to occur, significant 
increase in AE was noticed with decreasing the pump suction pressure. From experimental re-
sults of several NPSH at different flow rates, it was validated that the best results were obtained 
at flow nearer to the best efficiency point or BEP. AE was also found to be a practical technique 
to detect the BEP of the pump/system. Comparing this practical technique with the currently 
available ones will validate the feasibility of using this technique in field of condition monitoring.   
 

The sensor position was found to have a significant influence on the measured AE signal. 
Sensor installed on pump casing in the vicinity of the impeller suction eye was found to detect 
the most observable signal.  
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Abstract 
 

The development and progress of fractures is accompanied by the radiation of acoustic waves 
due to microcracking. In the transient waveforms of acoustic emissions a huge number of infor-
mation about fracture processes and the state of the material is inherent. Signal-based analysis of 
acoustic emissions allows, amongst other studies, for a fracture-mechanics based investigation of 
failure. From the spatial distribution of seismic energy, an inversion on a system of equivalent 
forces – the so-called seismic moment tensor – is performed. The inversion is simplified by the 
assumption of a point source and the omission of near-field effects, implying that the source vol-
ume is small compared to the distance between source and receiver. With the help of the moment 
tensor, arbitrary and complex source mechanisms can be described. For an interpretation of the 
results, the moment tensor is decomposed into simple fracture modes on the basis of an eigen-
value analysis. Furthermore, the appropriate radiation pattern of particle motion of the moment 
tensor is plotted on a sphere enclosing the source, revealing a 3D-visualization of the stress field. 
These results and additional data from further investigations can be combined in a comprehen-
sive representation of the failure. Basic principles of moment tensor inversion and some exam-
ples of experimental data and their analysis are presented.  
 
Keywords: moment tensor, decomposition of moment tensor 
 
1. Introduction 
 

The investigation of failure mechanisms is an important task in the field of concrete technol-
ogy. With the help of signal-based acoustic emission (AE) technique damages in concrete, such 
as concrete matrix cracking or debonding of reinforcement, can be registered and localized. Fur-
thermore, an analysis of the wave field emitted during microcracking allows for a fracture me-
chanics based interpretation of failure. With this background, the concrete composition and the 
structural design can be optimized during the period of development and planning, and after 
completion, the quality and the state of the structure can be evaluated and monitored.  

 
The concept of the moment tensor as a physical representation of an earthquake was invented 

in the early 1970’s [e.g. Gilbert, 1970] for a detailed analysis of fracture processes and the role of 
non-double couple mechanisms. The moment tensor as a mathematical description of equivalent 
forces and moments in a point source, is very well suited to investigate source processes with a 
better resolution. Using an eigenvalue analysis, the source mechanism is decomposed into basic 
models of fracture mechanics [Jost, Herrmann, 1989].  

 
A complete inversion on the seismic moment tensor implies a broad knowledge of the source 

time function, the size of the source, the Green’s functions of the medium and the displacement 
at the point of observation [Aki, Richards, 2002; Udias, 1999]. Since the mathematical descrip-
tion of this inverse problem is extremely complex and the transfer functions of various compo-
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nents within the travel path of seismic energy are underdetermined, simplifications are per-
formed to calculate moment tensors of seismic sources. The acoustic waves are assumed to be 
observed in the far-field of a time invariant point source. The onset of the analyzed wave phases 
must be well determined with a reasonable signal to noise ratio.  

 
In these studies, a hybrid moment tensor inversion approach introduced by Andersen [2001] 

and a relative inversion method by Dahm [1993] were used. Results of a splitting test of a con-
crete cube are shown. Tensile stress generated a mode I failure along a well-defined damage 
zone. In another experiment – the pull out of a ribbed steel bar out of a concrete cube – failure is 
accompanied by mode II failure.  
 
2. Theoretical Principles 
 

In the following, the principles of the concept of the moment tensor are summarized briefly. 
A detailed derivation of the displacement field of a general elastodynamic source within a vol-
ume can be found in the literature (e. g. Aki, Richards [2002], Ben-Menahem, Singh [1981] and 
Jost, Herrmann [1989]). To simplify the forward problem, the damage zone is assumed to be 
small compared to the distance between source and receiver and the source time function is ap-
proximated by a step function. Such a point source can be represented by the physical model of 
the moment tensor M. In the common form the displacement d at sensor position x at time t can 
then be calculated from the convolution of the Green’s functions G and the moment tensor M 

( , ) *t =d x G M . (1) 
The Green’s functions are representing all propagation effects of the medium on elastic waves.  
 

M is represented by the scalars Mkj with the unit of a moment of force. Additional external 
forces are neglected. This symmetric 3x3-tensor is containing six independent elements: 

xx xy xz

kj yx yy yz

zx zy zz

M M M
M M M M

M M M

 
 =  
   .  

(2) 

 
The physical meaning of the moment tensor elements is illustrated in Fig. 1. The components 

of the moment tensor can be thought of dipoles (see the joints) oriented in the three spatial di-
mensions (columns of Mkj) on which ends forces (see the arrows) act in the three spatial dimen-
sions (rows of Mkj). On the diagonal, the axes of the joints are parallel to the forces. For the other 
elements, the forces lead to a torque around the axis perpendicular to the plane containing the 
force and the dipole [Aki, Richards, 2002]. 

 

 

 
 
 
 
 
 
Fig. 1  The elements of the moment tensor as 
dipoles in the spatial dimensions and the 
equivalent forces, which lead to moments of 
force [after Aki, Richards, 2002]. 
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The symmetry of the tensor yields a total zero moment of forces. This leads to the model of 
the double couple. In Fig. 2 the double couple concept is illustrated for the two highlighted ele-
ments Myz and Mzy. 

 
Fig. 2  The p-wave radiation pattern of a pure shear event with the corresponding pair of a 
double couple. The symmetry of the tensor yields a zero total torsion. 
 

The two elements Myz and Mzy build a double couple, which leads to a pure shear failure 
when the stress in the material exceeds a critical mechanic threshold. Dependent on the global 
stress regime or the constitution of the material, a crack will occur in the xy-plane or the xz-
plane. These two planes are called the nodal planes. From the radiation pattern alone, it cannot 
be resolved if the stress was released by a relative slip of the upper part to the right or a relative 
slip of the right part upwards. To solve this ambiguity, more information about the stress regime 
or an analysis of other acoustic events is necessary. Along the nodal planes the amplitudes are 
zero, parallel to the T-axis (Tension) the amplitudes are positive (compressional) and along the 
P-axis (Pressure) the amplitudes are negative (dilatational). This nomenclature appears confusing 
at a first glance. It originates from different points of view, the source with its particle motion 
following the stress regime (P- and T-axis and vectors in Fig. 2), and the inverse corresponding 
amplitudes at a receiver. 

 
Various methods for an inversion on the moment tensor are in use. Absolute inversion can be 

performed on single events, but require detailed knowledge of the Green's functions. If the struc-
ture can be assumed to be homogeneous, an inversion using simplified Green's functions can be 
applied [Ohtsu, Ono, 1988, Ohtsu et al. 1991]. Relative methods with or without a reference 
mechanism are applied on clusters of events where the Green's functions can be neglected by the 
assumption of common ray paths [Dahm, 1993]. Therefore, the size of a cluster has to be in the 
order of the investigated wavelength and has to be short enough to make sure, that the Green’s 
functions are constant within that period. The effects of alternating Green’s functions with the 
progress of damage are discussed in Kurz et al., [2004].  

 
Problems occur when the signal to noise ratio is poor or the events within one cluster have 

similar mechanisms, which is often the case in acoustic emission analysis. Andersen [2001] in-
troduced a new approach, the hybrid moment tensor inversion, as a combination of the previous 
methods, where the effects of noise, low quality data, site effects, etc. are minimized and the 
solutions become more robust. The method is based on an iterative weighting scheme using the 
median of the distribution of residuals (for a particular geophone site, channel and wave phase), 
calculated using all events in the cluster.  
 

With the introduction of the double couple we already began a mechanical interpretation of 
the moment tensor. In Fig. 3 some basic source models are introduced and correlated with the 
estimated radiation pattern of seismic p-waves. The upper part contains a collection of seismic 
sources and failure mechanisms, which could play a major role in material sciences. The coordi-
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nate systems on the left help to connect these models with the radiation pattern images in the 
lower part of Fig. 3, where the respective columns belong to the same models above. The illus-
tration of the radiation pattern as a projection into the Schmidt net [Fowler, 1990] gives all im-
portant information of the 3D-spatial distribution of seismic energy on a fictive focal sphere 
around the source point in a view from above (indicated by a circle). The normalized amplitudes 
are plotted in a color scale from red (+1) to blue (-1). The white areas denote the zones with zero 
amplitude (i. e., nodal planes for the double couple). 
 

Fig. 3  Correlation between models of failure mechanisms (top) and the estimated radiation 
patterns of these events in a spatial projection with view from above (same column, respec-
tively) [Finck et al., 2003]. 
 

The simplest model is a pure isotropic source with constant energy in all directions, compa-
rable to an ideal explosion (positive amplitudes) or implosion (negative amplitudes). Uniaxial 
tension (mode I), displayed in the second model from left, leads to an opening crack. Here, the 
mean particle motion is parallel to the tension axis. In the plane perpendicular to this axis some 
small energy might be radiated with positive or negative amplitudes, depending on the elastic 
properties of the medium. A change of volume will be remaining. A similar mechanism is the so 
called compensated linear vector dipole (CLVD), shown in the middle. Here, the change of vol-
ume is compensated by the particle motion in the plane parallel to the largest stress. The CLVD 
was suggested as a possible deep earthquake mechanism due to mineralogical processes 
[Knopoff, Randall, 1970]. A second pure deviatoric mechanism can be formulated by a double 
couple. Shear is the corresponding failure mechanism. Mode II and mode III can de distin-
guished considering the direction of the crack growth relative to the particle motion. For the first, 
the directions are parallel, for the latter, perpendicular to each other. In reality, the stress field 
and inhomogeneities in the material lead to a superposition of these basic mechanisms. 

 
The radiation of seismic energy can also be projected on a 3D focal sphere to be imple-

mented in 3D visualizations of the specimen. This is performed by assuming isotropic and ho-
mogeneous Green’s functions. The simplified Green’s functions yield a constant factor, which is 
neglected, since the amplitudes are normalized to maximum amplitude equal to 1. Then the P-
wave amplitudes can be calculated after Pujol, Herrmann [1990]: 

P ( ) ( )= i ij jd M
R

γ γRx
. 

(3) 
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Geometrical spreading is realized by the factor 1/R. The second term accounts for the convolu-
tion of the moment tensor and the direction cosine γ.  
 

The basis of a physical interpretation of the real and symmetric moment tensor is a transfor-
mation into the system of its principal axes by an eigenvalue analysis [Jost, Herrmann, 1989]. 
With an eigenvalue analysis, the moment tensor can be decomposed into an isotropic and a de-
viatoric component. Furthermore, the deviatoric portion can be separated into a double couple 
and a CLVD component: 

ISO DC CLVD= + +M M M M . (4) 

To measure the magnitudes of the mechanisms involved, percentage decompositions can be cal-
culated [e.g. Andersen, 2001] 
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The model of the CLVD is not undisputable, since a Poisson’s ratio of 0.5 would be required 
for its realization, even under an idealized stress regime. In construction material sciences, the 
CLVD alone has no great significance as a mechanism of failure. In combination with a mayor 
positive isotropic component it can be seen as an opening crack (mode I).  
 
3. Mode I Failure in a Splitting Test  
 

To generate tensile stress within a well defined zone, compressive load was applied on a con-
crete cube (edge length 200 mm) over two parallel steel edges (see Fig. 4, left side) [Finck et al., 
2003]. The load in the test device was controlled over the crack opening, which was observed 
with two displacement sensors, one on the front, the other on the backside of the specimen. Eight 
acoustic emission sensors registered the microcracking, which occurred during the growth of a 
tensile crack. The localization of these events yielded the run of the crack through the specimen, 
starting on the back to the front side. This correlated well with the visible damage progress, as 
well as with the crack opening data. Subsequent to the experiment, the specimen was ground in a 
stepwise manner, to digitize the run of the crack through the various sections. Thereby, the to-
pography of the crack could be evaluated. The results of the localization of the acoustic emis-
sions (black dots) and the inner crack surface (reticule) are plotted in Fig. 4, right side. Addition-
ally, the radiation patterns of two selected events are visualized. 
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Fig. 4 Left: Setup of the splitting test. Right: The topography of the crack surface and the radia-
tion patterns of selected events from the two clusters. The radiation patterns were evaluated 
from the moment tensor solutions inverted with the hybrid method. Both radiation patterns re-
veal positive (red) amplitudes parallel to the mean tensile stress and some negative (blue) ampli-
tude parallel to the z-axis due to compressive stress. [Finck et al., 2003]. 
 

The hybrid moment tensor inversion for these selected events revealed solutions, which very 
well approve the presumption of mode 1 failure. The principle tensile stress is oriented parallel to 
the y-axis, where the highest positive amplitudes occurred in the radiation patterns. 
 
4. Mode II Failure in a Pull-out Test 
 

The bond behavior of steel reinforcement in a concrete matrix was investigated with signal-
based AE technique in a pull-out test. A steel bar (15.6 mm ø) with five ribs (see Fig. 5, left) was 
pulled out of a concrete cube (edge length 200 mm). In the zone, where the ribs provided bond 
between the concrete matrix and the steel reinforcement, numerous acoustic emissions were lo-
calized with the POLARAE (Program for Onset Detection, Localization and Amplitude Readout 
for Acoustic Emission) software [Rosenbusch, 2003] (dots in the view from above, Fig. 5, right 
side). Moment tensors were calculated for some selected events using the relative inversion ap-
proach by Dahm [1993]. The solutions of these inversions yielded stable results with nearly 
100 % double couple mechanisms, and for each event one of the nodal planes was oriented tan-
gential to the boundary the steel bar. The radiation patterns of the moment tensors indicate the 
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relative downwards motion (blue, negative amplitudes) of the bar relative to the concrete block 
(red, positive amplitudes).  

 
Fig. 5  Left: Setup of the pull-out test. Right: Localization of acoustic emissions, which occurred 
during the pull-out of a ribbed steel bar out of a concrete cube. The solution of the moment ten-
sor inversion illustrates the pull-out of the bar, with a downward motion relative to the concrete 
cube [Finck et al., 2002]. 
 
5. Conclusions 
 

On the basis of a signal-based analysis of acoustic emissions, valuable information is ob-
tained about failure processes. An accurate localization of microcracks yields the temporal and 
spatial distribution of damages. The concept of moment tensor inversion is well-suited for a frac-
ture mechanics based interpretation of failure in engineering structures. Relative and hybrid mo-
ment tensor inversion methods were applied on different data sets and plausible solutions were 
obtained. 

 
In a splitting test the evolution of a tensile crack was observed from the localization of the 

events and the moment tensors. In a pull-out test, the failure of bond and the slip of a steel bar in 
concrete was investigated in detail.  

 
A 3-dimensional visualization of the moment tensors was developed to give a descriptive 

presentation of the results. This visualization method can easily be implemented into the illustra-
tion of the results of other investigations.  

 
Understanding of the waveforms and development of standard routines during data process-

ing allows for the automation of the evaluation of fracture processes. Some of these routines are 
implemented in the new POLARAE (Program for Onset Detection, Localization and Amplitude 
Readout for Acoustic Emission) software developed at the IWB. 

 
The experiences gained in digital signal processing and signal-based AE analysis is the basis 

for future applications in the field of construction health monitoring for example. 
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Abstract 
 

Using Ulmus glabra as an example we revealed that acoustic emissions (AEs) from plants do 
not necessarily occur in conjunction with water stress. Various signal waveforms show that AE 
may possibly be generated by still unknown hydraulic events, more complex than cavitation. 
Using a special microscopic technique we established the presence of minute gas bubbles at-
tached firmly to the xylem vessel walls of the water-conducting conduits. The micro-bubbles 
accumulate especially to the poorly wettable lignin domains of the vessel pits. Our conclusion is 
that minute gas bubbles at the xylem vessel walls are a normal feature of actively water-
conducting conduits. By means of physical model systems we ascertained that by virtue of the 
cohesion of water the entire system of wall adherent bubbles acts as a force-transmitting medium 
that creates the xylem tension. During transpiration the wall adherent gas bubbles expand, and 
during refilling they contract. Since the bubble system always reacts intermittently this creates 
AE both during transpiration and refilling. Our hypothesis is that under a gradient of the wall 
attraction forces of the bubble system the water column moves in a similar fashion as under a 
gradient of actual negative pressure. The outward appearance of xylem tension caused by the 
bubble system is deceptively similar to that caused by real negative pressure. Our investigations 
have resulted in an alternative concept of water transport in plants. 
 
Keywords: Acoustic emissions, signal-waveform, xylem transport, xylem tension, negative 
pressure, embolism repair, cohesion theory.  
 
1. Investigations 
 

Since the first report in 1966 about audible acoustic emissions (AAE) from plants being un-
der water stress the acoustic signals have been considered as convincing evidence of disruptions 
in the water column caused by negative pressure as it is claimed in the cohesion theory (1). 
However, when in 1983 (2) ultrasonic acoustic emissions (UAE) were introduced into the inves-
tigation it became apparent that the density of signals was then shown to be extremely high. Pro-
vided that even the UAE signals are attributable to local disruptions of the water column, an un-
interrupted flow of water is only conceivable if the embolism defects are continuously being 
repaired. However, a generally accepted hypothesis is missing still today in order to explain the 
embolism repair. Therefore, the cohesion theory has been questioned since the beginning one 
hundred years ago and the debate still continues today (3).  
 

Until recently, most reports on AE were focused on plants being definitely under water stress 
or wilting (4). In many investigations the intensity of water stress has been assessed by the num-
ber and the amplitude of the AE hits versus time. In our investigation we re-examine the custom-
ary opinion that water stress is a pre-condition of AE from plants. In order to extract more infor-
mation about the mechanism of AE signal generation we concentrate our investigation on the 
frequency pattern of the emissions and the waveform of the individual signals emitted during 



normal transpiration without water stress. Our AE data interpretation is supported by micro-
scopic observations and newly developed physical model systems. 
 
2. Acoustic Emission Detection 
 

For UAE measurements we selected a 4-year old, potted Ulmus glabra which had vigorous 
transpiration activity. We chose this angiosperm species of tree because its ring-porous xylem 
facilitates microscopic examination of the vessel walls, which constitutes part of our investiga-
tion. In order to record transpiration loss whilst simultaneously monitoring AE data we fitted the 
flowerpot and the elm tree with AE sensors linked to a computerized electronic scale (Fig. 1). 
Prior to monitoring the AE data the elm was watered well, so that no water stress could develop 
in the plant during a period of 5 or 6 days. Temperature was maintained in the laboratory at 22 ± 
1.5 C° and relative humidity at 60 ± 3%. Thus, transpiration depended primarily on the intensity 
of light during the rhythm of day and night. Our experiments were carried out in August 1998. 
Figure 2 shows the plot “transpiration loss versus time” during an 80-hour period. The start of 
the measurement was at 18:00 (6:00 p.m.) To improve the assessment we calculated the deriva-
tion curve, called  “transpiration intensity versus time”. This curve reveals minimum transpira-
tion intensity at night of 15 % of the maximum intensity during daylight hours. 

 

 
Fig. 1  Experimental set-up. A young Ulmus glabra tree with AE sensors (above left) is 
placed on a computerized scale.  

 
We detected the AE signals emitted by an elm leaf by means of a piezoelectric sensor SE-45 

produced by Duncan Engineering Consultants, USA. Normally, AE signals are taken from stems, 
twigs or cut leaves. The advantage of detecting AE from a living leaf is that the signal generation 
occurs in the immediate area of the site of transpiration. Although we applied a mild medical 
contact gel, the mesophyll, in the contact area became necrotic very soon after contact was made. 
This was prevented once the contact area was coated with a chemically inert silicone release 
agent.  

 
The AE sensor attached to the upper side of the leaf exerted no pressure on the leaf. So, tran-

spiration was practically unaffected at the reverse side of the leaf where the majority of the sto-
mata are located. Close to this measuring sensor we placed another one, which had no contact 
with the leaf. With the help of this second sensor we could eliminate disturbing noise from the 
AE data.  
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Fig. 2 Transpiration loss and transpiration intensity of the examined young Ulmus glabra tree. 
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Fig. 3 Transpiration intensity and cumulative AE activity of the examined Ulmus glabra tree. 
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In order to extract maximum information from the AE we employed a monitoring system 
equipped with transient recorders. The Vallen Systeme AMSY-4 suited our purposes very well. 
In parallel to normal feature extraction, the complete waveform can be saved in a transient re-
corder module. The data can be analyzed by means of special Vallen software. Data compiled 
during a period of 77 hours is shown in Fig. 3. Intense signals occur during both maximum and 
minimum transpiration intensity. Interestingly, high AE activity developed even during the night.  

 
The most important results of this work were obtained from the frequency pattern and the 

waveform of the signals. The review of stored signals revealed accumulation of signals with a 
maximum magnitude of the spectrum between 20 and 37 kHz (signal type A), 37 and 54 kHz 
(signal type B), and between 88 and 105 kHz (signal type C). Figure 4 shows the AE activity for 
these three frequency ranges. Signals of type A and type B are emitted in turn, during intense 
transpiration and reduced transpiration, respectively. Signals of type C are increasingly emitted 
between declining transpiration in the evening and increasing transpiration in the morning. The 
significant change of the signal-types indicates that the mechanism of AE generation during in-
tense transpiration differs from that during reduced transpiration and refilling, respectively. In 
addition to the frequency pattern we analyzed the waveform of a number of signals. Figure 5 
gives the most illuminating variations of the waveform. We established quickly that there are 
evanescent signals and longer, modulated signals. This indicates that similar events occur both in 
isolation and in a coherent sequence. 

 
In our investigation we provide proof that AE from plants do not necessarily occur in con-

junction with water stress. Apparently, it is not possible, with our current level of knowledge, to 
describe properly the complex AE activity of plants. Therefore, we attempt to search for other 
sources of AE from the water conducting system of vascular plants.  
 

   
 
Fig. 5 Typical variations of the waveform of the signals. Top left: time signal. Top right: result of 
the fast Fourier transforms. Bottom: Wavelet diagram. The magnitude of the spectrum is en-
coded in rainbow colors. Violet shows the lowest magnitude and red the highest. 
 
4. Microscopic Examinations  
 

In textbooks the wetting ability of the xylem vessel walls is considered to be perfect. How-
ever, in a previous investigation we proved that the wetting behavior of the vessel walls is a more 
complex one caused by inhomogeneous distribution of perfectly wettable cellulose and poorly 
wettable lignin (5).  
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It is known that lignin can be detected by its yellow-green auto-fluorescence when excited by 
blue light (6). But in a normal epi-fluorescence microscope the intensity of the lignin fluores-
cence is low and in general the source of the fluorescence cannot be localized sharply due to the 
stray light and the depth of focus is too low. This disadvantage is overcome by using confocal 
laser scanning microscopy (CLSM).  
 

     
 10µm 10µm 10µm   

Fig. 6  Xylem vessel walls of Ulmus glabra. Left: Scanning electron micrograph. Center: Confo-
cal laser scanning micrograph in the fluorescence mode. The concentrations of lignin appear 
brightly. Right: accumulation of gas bubbles at the vessel pits. 
 

       
 10 µm 10 µm  10 µm 

Fig. 7  Gas accumulations at the scalariform   Fig. 8  Gas pads at the xylem  
vessel pits of Vitis vinfera. vessel walls of Ulmus glabra. 
 

Figure 6 shows CLSM fluorescence images of the vessel walls of Ulmus glabra. In order to 
reveal the implication of the lignification pattern and the wetting ability of the vessel walls we 
have carried out special microscopic examinations. From our potted elm a branch was bent down 
into a container of water and a sample of about 3 cm in length was cut off. On this sample a lon-
gitudinal cut was made and then the sample, still immersed, was transferred under the micro-
scope equipped with a lens for water immersion (high resolution objective lens “PLABO”; 
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160x/1.25W, Leitz Wetzlar, Germany). The whole procedure took only a few minutes. As it is 
visible in Fig. 6, the vessel wall shows bubble-shaped gas accumulations at the pits.  Under cer-
tain conditions of illumination some of the bubbles show intense light reflection, which is con-
vincing proof of the existence of gas/water interfaces. We are aware that the gas bubbles, which 
we have first described in 1989 (5), are not maintained in the original shape as in the intact ves-
sel tubes in vivo. By opening up of the vessel tubes there resulted a drop in tension in the xylem 
resulting in a contraction of the bubbles. However, new bubbles may scarcely develop during 
sample preparation. We ascertained the genuine nature of the wall adherent bubbles not only for 
Ulmus glabra but also for Quercus robur, Acer pseudoplatanus, Betula alba, Populus nigra, 
Salix alba and Vitis vinifera. We observed repeatedly that the accumulation of expelled gas takes 
place at the lignin domains of the vessel pits.  

 
Figure 7 shows the formation of gas bubbles at the scalariform vessel walls of Vitis vinifera. 

The formation of gas pads due to the coalescence of single bubbles is shown in the example of 
Ulmus glabra in Fig. 8. In this it becomes visible that each flat gas pad integrates numerous sin-
gle bubbles.  
 

           
 1 mm 

Fig. 9  Physical model system. Gas pads adherent at the holes of an aluminum plate. The depth 
of the holes is 0.05 mm. Left: Birds eye view. Right: Angle of viewing 45°. 
 
5. Physical Model Systems 

We studied the properties of wall adherent gas pads by means of several physical model sys-
tems. Compared with the geometrical dimensions of the bubble systems in the xylem vessel 
tubes our model systems are larger by two orders of magnitude. However, the advantage of these 
macro models is that they reveal clearly the peculiar surface curvature of the wall adherent gas 
pads.  

 
Figure 9 shows wall adherent gas pads in several phases of coalescence. Affected by the 

buoyancy, each bubble tries to detach from the solid structure. However, since the energy needed 
to detach cannot be obtained, the bubble aggregates cannot achieve their spherical equilibrium 
shape, so they remain in non-spherical metastable configurations. It is obvious that at the undu-
lated rims of the gas pads tension develops. The rims act like elastic bonds. Some of the hump-
shaped gas pads integrate up to 35 single bubbles. Of course, at the xylem vessel walls due to the 
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dense pattern of the very minute pits many more bubbles are able to coalesce, so that sizeable gas 
pads develop (Fig. 8). We observed under the microscope that the bubbles in our model system 
intermittently coalesce quite violently. It is our hypothesis that in plants it is the transpiration 
induced intermitting alteration of the wall adherent bubble system that creates AE signals. 

 
Figure 10 shows a glass capillary perforated by two rows of minute lateral holes. The holes 

were made by means of a laser. A limited length of the water column in the capillary is balanced 
since the lateral concave menisci create a resultant force against gravity. Our conclusion is that in 
plants the countless number of wall adherent gas bubbles and gas pads restrain the water column 
against gravity. 
 

       
Fig. 10  Left: Glass capillary with lateral holes. Hole diameter 0.15 mm. Center: A water col-
umn of 23.5 mm length is balanced in the capillary by the forces of the lateral menisci. Right: 
Forces acting on the water column in the capillary. 
 
6. Discussion 

In our opinion the AE from plants do not necessarily occur in conjunction with water stress. 
The frequency pattern and the waveform in the various signals show that AE may possibly be 
generated by still unknown hydraulic events, more complex than cavitation. We provided evi-
dence of accumulation of gas bubbles at the vessel walls of the water conducting conduits of 
Ulmus glabra and some other angiosperm tree species. Encouraged by these findings we con-
clude that free gas in the active conduits does not represent a disturbing factor in long-distance 
water transport. Clearly, the persistent presence of gas spaces in the active conduits can never be 
reconciled with negative pressure in terms of the cohesion theory. It belongs to the basic concept 
of this theory to consider the transpiration stream to be forced merely by the surface tension of 
the transpiring menisci in the leaves. We take a distinctive view. In our opinion the water column 
is forced over the whole length of the xylem conduits. Our experiments with physical model sys-
tems give rise to the assumption that in plants the whole water column is balanced by a wall ad-
herent micro-bubble system extending in the xylem conduits from the roots to the leaves. Ac-
cording to the principle of buoyancy the system water/gas moves its centre of gravity into the 
lowest possible position. Since the wall adherent bubbles are coupled both with the liquid and the 
wall, tension develops when the bubbles get distorted due to the weight of the clinging water 
column. Thus, we re-define the xylem tension as being a distortion-tension of a wall adherent 
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bubble system rather than a gradient of negative pressure in terms of physics. We consider the 
outward appearance of xylem tension induced by the wall adherent bubble system to be decep-
tively similar to negative pressure. In these premises we also explain the famous pressure cham-
ber test applied to the determination of the water potential of plants. Seen from our point of view 
the chamber-pressure exerted to compensate the xylem tension represents mainly the pressure in 
order to compress the wall adherent bubble system. The stronger the tension of the bubble sys-
tem the higher the chamber pressure needed to alter the reluctant bubble system. So the readings 
of the pressure chamber test are in correlation with the state of the bubble system. We consider 
the surface energy of the bubble system to be part of the water potential. 

 
Our transport model might be described as an energy-storage model. Without influence of 

external forces the system “bubble layer/water column” shifts due to an exchange of internal 
energy into the minimum of free energy. Transpiration-induced loss of water deflects the system 
from the minimum of free energy. Since the entire bubble system works as force-transmitting 
medium, the deflection propagates slowly in basal direction to the roots. (In the cohesion theory, 
it is assumed that a change of negative pressure propagates with the velocity of sound through 
the whole plant). (8). The propagation of the energy-deflection is accompanied by a rearrange-
ment of the wall adherent bubble system. This rearrangement undoubtedly creates AE. When 
transpiration declines (at night) then the deflected system returns to the energy minimum by up-
take of water from the roots. According to the laws of thermodynamics, the return to zero is not 
exactly the reversal of the initial energy deflection. This might be the reason why the frequency 
pattern of AE is different during the transpiration phase from that in the refilling phase. We as-
sume the long-distance water transport in plants to be a non-metabolic physico-chemical mecha-
nism. However, we do not doubt that the installation and the maintenance of the wall adherent 
bubble systems in the xylem is the work of metabolic forces.    
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Abstract 
 

Two different methods to assess the hydraulic vulnerability of juvenile and mature Norway 
spruce (Picea abies (L.) Karst.) sapwood were compared. Vulnerability curves were constructed 
by using the percent loss of conductivity versus pressure application (classical method) and by 
using cumulative acoustic emission (AE) hits versus the relative loss of water. Acoustic emis-
sions were detected in the high-frequency range of 100 kHz to 1 MHz during drying the wood 
samples. Concerning the classical method, juvenile wood is less sensitive to dehydration than 
mature wood. The two methods gave similar results for the hydraulic vulnerability of juvenile 
wood. In juvenile wood 50% cumulative AEs were recorded after 52.5% relative water loss, 
whereas in mature wood after 71.6% relative water loss. AE recording may provide additional 
information about other physiological wood functions such as water storage, but more investiga-
tions are needed to establish these relationships firmly. 
 
Keywords: acoustic emission method, conifer sapwood, hydraulic conductivity, hydraulic 
safety, Picea abies. 
 
1. Introduction 
 

Wood fulfills many of the functions required for survival of a tree, including water and nutri-
ent transport, mechanical support, and storage of water, carbohydrates and secondary com-
pounds. Variability in anatomical structure and composition of wood within a stem includes 
within-ring differences known as early wood and late wood, the radial variations resulting from 
cambial maturation and sapwood ageing, and the differences associated with different heights 
(Gartner 1995). The greatest overall cause of wood variation is the presence of juvenile wood 
and its relative proportion to mature wood. Juvenile wood is directly related to the age of the 
cambium. Thus, regardless of tree age, a juvenile zone occurs at the top of the tree as well as at 
its base. It is characterized by shorter cells, larger microfibril angles, more compression wood, 
different specific gravity and higher lignin content (Zobel and van Buijtenen, 1989). Juvenile 
wood is not much appreciated by the wood industry because of its poor mechanical properties 
and its shrinkage behavior, but for tree survival it is of utmost importance due to its high hydrau-
lic safety compared to mature wood (Domec and Gartner, 2001).  

 
The liquid water in the tracheids is under tension, caused by transpiration from the needles. 

The negative pressures in the conduits require high mechanical strength of the cell walls in order 
to avoid implosion, and hydraulic safety against breakage of the water column. Such a breakage 
of the liquid water columns inside the conduits is defined as cavitation. It is followed by emboli-
zation, the diffusion of dissolved air into the near vacuum thus created. Drought stress-induced 
cavitation occurs when an air bubble is pulled into the lumen of a water-filled conducting ele-
ment via the pores of the pit membranes from an adjacent conduit already embolized (air-filled)



or from intercellular spaces filled with air. Liquid water is thus replaced by water vapor and later 
by air. Consequently, the conduit does not conduct water any longer and the hydraulic conductiv-
ity of the plant is reduced, which leads to impairment of water supply of the transpiring needles 
(Tyree and Zimmermann, 2002). 

 
Vulnerability to cavitation can be determined by the construction of vulnerability curves. A 

vulnerability curve (VC) is a plot of the extent of embolism versus the pressure potential in the 
solution transported in the conduits that induced the embolism or versus the percent loss of water 
content. From VCs the specific water potential or water content thresholds for the onset of cavi-
tation are determined. Methods to induce embolism are dehydration in air, centrifugal force, 
compressed air applied in a pressure collar and air injection. According to the “air seeding” hy-
pothesis, the “positive pressure needed to blow air through the largest water-filled pores should 
be the same in magnitude but opposite in sign to that needed to cause embolism (during drought 
stress)” (Tyree and Sperry, 1989). The classic method to quantify the extent of embolism is the 
determination of the native hydraulic conductivity in relation to the hydraulic conductivity after 
artificially refilling all embolized tracheids. Cavitation events can also be detected directly by 
recording acoustic emission (AE) in the high-frequency range of 100 kHz to 2 MHz (Tyree and 
Dixon, 1983, Jackson and Grace, 1996, Kikuta et al., 2003). AE signals are supposed to be in-
duced by elastic oscillations of conduit cell walls following the cavitation event, because the 
pressure rises rapidly in the tracheid lumen as liquid water at negative pressure is replaced by 
water vapor very near vacuum pressure.  

 
This study was a first attempt to find differences in the cavitation behavior of mature and ju-

venile wood of Norway spruce by detection of acoustic emissions. We also compared the acous-
tic method to other approaches for constructing VCs. 
 
2. Materials and Methods 
 
2.1 Plant material 

Samples of wood produced by cambium of different age were obtained in the following way:  
a.) Wood boles (20 cm length) from the base of freshly felled 40-year-old Norway spruce trees 

(Picea abies (L.) Karst.) were debarked and brought to the laboratory. Outer sapwood sam-
ples with a transverse surface of about 1.2 x 1.2 cm were isolated by splitting the wood along 
the grain with a chisel. Beams with a cross section of 0.8 x 0.8 cm and a length of 13 cm 
were machined from the samples, with the wood rays parallel to the edges. Tangential and 
radial faces of the beams were planed on a sliding microtome. During all these steps wood 
samples were kept wet. The final standard shape of the samples was 0.65 x 0.65 x    10.0 cm.  

b.) Four-year-old Norway spruce trees were debarked in the laboratory, and wood samples of    
10 cm length (Ø 0.5 – 0.9 cm) were prepared. 

All samples were soaked in distilled water under vacuum for at least 48 h to refill embolized 
tracheids. 

  
2.2 VCs based on percent loss of conductivity (PLC) and applied pressure 

Specific conductivity (ks) describes the permeability of a wood segment following Darcy´s 
Law and is defined as:  
 

 ks = Q · l · As
-1 · ∆P-1 [m2s-1MPa-1],       [1] 
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where Q is the volume flow rate [m3s-1], l is the length of the segment [m], As is the sapwood 
cross-sectional area [m2], and ∆P is the pressure difference between the two ends of the segment 
[MPa]. Calculated conductivity data were corrected to 20°C to account for changes in fluid vis-
cosity. The modified Sperry Apparatus designed by Mayr (2002) was used to measure the vol-
ume flow rate. Conductivity measurements were carried out under a hydraulic pressure head of 
0.008 MPa with distilled, filtered (0.22 µm), and degassed water containing 0.005 vol. % Micro-
pur (Katadyn Products Inc.) to prevent microbial growth (Sperry et al., 1988). VCs were ob-
tained with methods described by Spicer and Gartner (1998) and Domec and Gartner (2001). 
These methods involved measuring the PLC on wood samples taken directly from the trunk and 
saturated in water. After determination of the conductivity at full saturation (ks(i)), a pressure (P) 
was applied to the lateral sides of the samples, while the transverse ends protruded from a dou-
ble-ended pressure chamber (PMS Instruments Co., Corvallis, Oregon), to induce cavitation. 
After pressure treatment samples were wrapped in parafilm for about 30 min to permit diffu-
sion of air into cavitated tracheids. Then hydraulic conductivity was measured again (ks(P)). Ini-
tially, the pressure chamber was pressurized to 0.5 MPa, and the pressure was subsequently in-
creased after each conductivity measurement in steps of 0.5 – 1.0 MPa till more than 95% PLC 
was reached. PLC at a given pressure was calculated using the following equation: 
 

PLC = (ks(i) - ks(P))/ ks(i) · 100 [%]       [2] 
 
Hydraulic VCs were fitted by the least square method based on a sigmoidal function:  
 

PLC [%] = 100/(1 + exp (a(P - b)),       [3] 
 
where a indicates the slope of the linear part of the curve and b is the potential at which 50 PLC 
occurred. 
 
2.3 VCs based on AE rate and relative water loss 
 Monitoring of AEs was achieved with the µDiSP Digital AE system from Physical 
Acoustics Corporation. Two PCI-2 cards in a portable, 4-channel notebook-based chassis al-
lowed simultaneous measurement of 4 samples. Preamplifiers (40 dB) were used in connection 
with resonant 150 kHz R15C sensors over a standard frequency range of 50 – 200 kHz. Data 
acquisition was performed with a detection threshold of 31 dB (0 dB = 1 µV input), a frequency 
range between 100 kHz and 1 MHz (Sandford and Grace, 1985), and a rate of 5 Msamples/s. 
Parameters recorded were cumulative AE hits and the rate of AE hits versus time. 

 
AE sensors were positioned on fully saturated wood samples using an acrylic resin clamp 

construction (Fig. 1). Continuous water loss was quantified by placing a sensor plus wood sam-
ple on a balance (resolution 10-4 g, Mettler). Sample weight was recorded automatically every 
minute. Hydraulic VCs were fitted by the least square method based on a sigmoidal function: 
 

Cumulative AEs [%] = 100/(1 + exp (a(RWL - b)),     [4] 
 
where a indicates the slope of the linear part of the curve and b is the relative water loss at which 
50 % cumulative AEs occurred. The relative water loss (RWL) was calculated as: 
 

RWL (%) = (1- (actual fresh weight – dry weight)/(saturated weight - dry weight))·100 
           [5] 

Dry weight was obtained by drying wood samples at 103°C to constant weight. Correlations 
were accepted as significant if P was ≤ 0.05. * implies P ≤ 0.05, ** P ≤ 0.01 and *** P ≤ 0.001. 
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Fig. 1 AE monitoring equipment; insert (top left) shows a hit signal of a cavitation event. 

 
3. Results 
 

In juvenile wood 50% conductivity loss (a = 1.03; b = -3.65; R=0.98***, equation 3) re-
quired 3.7 MPa air pressure, whereas in mature wood only 2.2 MPa were needed to achieve the 
same effect (a = 3.79; b = -2.16; R=0.98***, equation 3) (Fig 2a). In juvenile wood 50% cumu-
lative AEs were recorded after 52.5% relative water loss (R=0.99***), whereas in mature wood 
after 71.6% relative water loss (R=0.98***) (Figs. 2b and 3).  
 

A model vulnerability curve was calculated for mature wood, based on the strong relation-
ship of the water content with the applied pressure and with the cumulative AE (%) (cubic re-
gression fit model R=0.98*** and R=0.99***, respectively) (Fig. 2c). VCs based on AE% ver-
sus pressure and VCs based on PLC versus pressure lead to similar results for 50 PLC (3.77 MPa 
and 3.65 MPa) in juvenile wood, whereas 50 PLC calculated for adult wood was 5.22 MPa com-
pared to 2.16 MPa, respectively. However, in the range between 2 and 3 MPa mature wood 
seemed to be more vulnerable to cavitation as indicated by the steeper slope of the regression 
line. 

 
The total number of AE hits was higher in juvenile wood compared to mature wood, indicat-

ing a higher number of tracheids per volume (Fig. 3). Maximum hit rate was reached later in 
mature wood than in juvenile wood. In many samples, especially in mature wood, the hit rate 
showed a double peak. 
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Fig. 2 (a) Vulnerability curves based on the loss of conductivity versus applied positive pressure, 
light lines represent juvenile, dark lines mature wood; (b) Vulnerability curves based on cumula-
tive AE hits (%) versus relative water loss during dehydration. (c) Model vulnerability curve for 
mature wood based on the correlation between relative water loss and applied pressure as well as 
AE rate (dark line), and measured VC of a juvenile twig system (a = 1.71; b = -3.77 MPa: light 
line). Water potential (MPa) was measured with a pressure chamber (Soil Moisture Equipment 
Corp.). 
 
4. Discussion  
 

Monitoring hydraulic vulnerability using VCs based on the PLC versus applied pressure led 
to results similar to those described in the literature for juvenile wood (Cochard, 1992, Lu et al., 
1996). Air pressure of 3.7 MPa resulted in 50% conductivity loss in juvenile wood, whereas in 
mature wood only 2.2 MPa were needed to achieve the same effect, indicating that mature wood 
of Norway spruce is much more vulnerable to dehydration (Fig. 2a). Domec and Gartner (2001) 
were the first to investigate hydraulic vulnerability of mature trunk wood segments and also re-
ported higher hydraulic safety values in juvenile wood compared to mature wood of Douglas fir 
(Pseudotsuga menziesii). The high (less negative) values of “b” (equation 3) for mature wood 
samples indicate wide pit membrane pores of the tracheids and the high numbers of “a“ (equa-
tion 3) suggest a narrow range in maximum pore sizes across tracheids (Pammenter and Vander 
Willigen, 1998). In mature wood, conductivity loss occured over a narrower range of applied 
balance pressures than in juvenile wood (Fig. 2a). 

 

 114  



 
Fig. 3 Time courses (seconds) of the cumulative AE hits (absolute numbers and % values) (left), 
and the AE rate/second (right) during the dehydration of a juvenile (above) and a mature sap-
wood sample (below). Bold lines represent the relative water content (actual water content re-
lated to the water content at full saturation (%)) during the dehydration process. 
 

Results obtained by recording AE hits versus weight loss were difficult to interpret. In juve-
nile wood 50% cumulative AE hits corresponded to 52.5% relative water loss, whereas in mature 
wood to 71.6% relative water loss (Fig. 2b). In mature wood, the bulk of AE hits occurred after 
50% relative water loss. One may suggest that mature wood is less vulnerable to cavitation than 
juvenile wood. However, concerning hydraulic conductivity, emissions detected after 50% rela-
tive water loss cannot be of any physiological relevance for tree survival: a relative water loss of 
only 36.6 % leads to 50% loss of hydraulic conductivity in mature wood (R=0.98***, data not 
shown). 
 

The characteristic slopes of the AE hit rate versus relative water loss may reflect that the 
physiological and mechanical functions of wood differ with cambial age. After an exponential 
increase of AE hit rate during dehydration of juvenile wood, the hit rate decreased slowly over a 
relatively long period of time. The hit rate of mature wood was very low at the beginning, in-
creased rapidly till it reached a peak of about 17 hits/s and decreased quickly afterwards till a 
second peak was reached (Fig. 3). In mature wood, AE hits emitted at a low rate at the beginning 
should be the most important ones for conductivity loss. Vulnerability of a tracheid to embolism 
is a direct function of its diameter (Lo Gullo and Salleo, 1991, Jackson and Grace, 1996). Lumen 
diameter and tracheid length of Norway spruce wood increase with cambial age (Brändström, 
2001). The cavitation of a small number of very large (and thus very vulnerable) tracheids may 
have a dramatic effect on conductivity, since flow rate is proportional to the 4th power of the ra-
dius of a capillary. Mature wood of Norway spruce contains much more free water than juvenile 
wood because it consists of tracheids with wider lumina, contains less compression wood and is 
thus less dense. We calculated 220% water content per unit dry weight in mature, and about 
100% in juvenile wood. Wood at the base of the trunk is known to have higher water storage
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capacities than juvenile wood from the top of conifer trees (Domec and Gartner, 2001). AE hits 
recorded after 50 PCL may represent cavitations in tracheids that are not primarily needed for 
hydraulic conductance but for other functions, such as storage of water. The rapid increase of AE 
signals caused by small water losses in juvenile wood may represent the cavitation events in 
compression wood. Compression wood typically occurs in juvenile trunk wood and branch wood 
and is very sensitive to cavitation; its main function is to achieve mechanical safety (Spicer and 
Gartner, 1998, Mayr and Cochard, 2003). 

 
The successive increase of AE signals in mature wood after 70% relative water loss (Fig. 3), 

when PLC has already reached values of 95%, may be produced by mechanical failure during 
shrinking processes. The cell shrinkage causes intracellular and intercellular micro-cracks. High 
signal rates, including a second peak, were still measured around the “fiber saturation point”, 
when the slope of the relative water content became almost linear. Similar results have been re-
ported from lumber drying experiments (Ogino et al., 1986, Beall, 2002, Beall et al., 2003), al-
though they were performed at higher temperatures and sometimes on heartwood only. Niemz et 
al. (1994) and Cunderlik et al. (1996) could distinguish two phases during Norway spruce lumber 
drying by analyzing AE burst rates. The first peak in the AE hit rate was interpreted as checking 
caused by surface tension stress, the second peak (below the fiber saturation point) as checking 
caused by tensile stresses inside the samples. Booker et al. (2001) suppose that in radiata pine 
(Pinus radiata) sapwood within-ring internal checking is caused by water tension and not by 
differential shrinkage, because checking occurred before the fiber saturation point was reached. 
Kawamoto and Willliams (2002) report that most AE waves detected by 150 kHz transducers 
during drying are associated with moisture movement, and that it is difficult to distinguish AEs 
caused by checking from those associated with movement of free water (capillary action). 
Analysis of the spectra of signals emitted during drying may help to gain more knowledge about 
these relationships. 
 
5. Conclusions 
 

The AE method is useful for monitoring vulnerability to dehydration in young Norway 
spruce stems or twigs. For mature wood samples additional measurements are needed, such as 
the measurement of the hydraulic conductivity in combination with the pressure applied or the 
relative water loss. Concerning VCs based on PLC and applied pressure, juvenile wood is less 
sensitive to dehydration than mature wood. For mature wood, AE recording can provide addi-
tional information about properties such as the water storage potential of the trunk wood, but 
many more investigations are needed to establish these relationships firmly. 
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Abstract 

 
We monitored AE signals during micro-indentation and pulse laser spallation test of CVD 

diamond film deposited on sintered SiC, and classified the fracture type by Lamb wave AE 
analysis.  In the indentation test with a Rockwell sphere indenter, we observed Hertzian ring 
cracks and simultaneously detected AE signals from Mode-I fracture. Crack types were classi-
fied from polarity distribution of the first arrival So-mode Lamb waves. Fracture strength of the 
diamond film was estimated as 7.1 GPa by FEM analysis, using the critical indentation force, 
indentation depth and Hertzian crack diameter.  In the laser spallation test, strong pulse expan-
sion wave was produced by the pulse laser ablation of the confined silicone grease on the oppo-
site surface of the diamond film and was utilized to cause Mode-I delamination of diamond film. 
Critical tensile interfacial stress to cause the spallation was estimated as 222 MPa. We attempted 
to detect the spallation initiation by monitoring the in-plane motion of So-mode Lamb wave AE 
using broadband pinducer mounted on the edge planes. Waveform change due to the Mode-I 
spallation was detected as high-frequency AE. 
 
Keywords: Diamond film, indentation test, Hertzian ring crack, fracture strength, laser spalla-
tion, interfacial strength 
 
1. Introduction 
 

CVD-diamond-coated tools are widely used for machining graphite, ceramics and Al-Si al-
loys. Wear performance of diamond film as a cutting tool has been demonstrated to be excellent. 
However, decohesion (fracture) of the film during machining has remained a problem. This is 
more serious than the antifriction problem of the film. In order to study the fracture mechanism, 
fracture strength of the film and film/substrate interface must be correctly evaluated. 

 
Indentation fracture test using spherical indenter gives us much useful information about mi-

cro-fracture. When this test is applied to hard materials, Hertzian ring crack is caused by the sur-
face tensile stress, as given by the Hertz theory [1]. Fracture strength of ceramic coating has been 
evaluated using the threshold load to cause the first ring crack and FEM analysis [2,3]. Here, ac-
curate determination of crack initiation load is critical. We monitored progression of micro-
cracks during loading using AE system. We classified fracture types by analyzing the polarity 
distribution of the first arrival So-mode Lamb wave. This AE system is different from the con-
ventional AE system utilized for indentation [4, 5] and scratch test [6, 7].  

 
We developed a pulse laser spallation method to measure the absolute adhesion strength of 

hard coatings. It utilizes strong shock waves produced by pulse laser breakdown of confined 
grease or liquid. For the measurement of adhesive strength, scratching and indentation methods 
have been adopted so far [8 - 10], but could not measure the absolute adhesion strength. The 
strength estimated by these conventional methods changes depending on the testing conditions, 
such as the surface roughness, shape and stiffness of the indenter. Furthermore these methods 
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can hardly be applied to diamond film. Contrary to this, the laser spallation technique [11] can 
estimate the Mode-I adhesion strength when both the out-of-plane displacement of expansion 
wave and critical laser energy to cause micro-spallation are correctly measured. 

 
We first conducted an indentation test to CVD-diamond film to estimate the fracture strength 

of the film, and next estimated the interfacial adhesion strength of the film utilizing the pulse la-
ser spallation technique. AE was successfully utilized for damage detection and fracture mode 
classification. 
 
2. Experimental 
 
2.1 Indentation test  

We prepared polycrystalline diamond films with grain size of 10 to 20 µm deposited on sin-
tered SiC substrate by hot-filament CVD method of 3% methane and 97% hydrogen gas mixture. 
The films were polished using diamond wheel before the indentation and spallation tests of the 
diamond films. A diamond film of 35-µm thickness on a 20 x 20 x 5 mm SiC substrate was sub-
mitted to the indentation test. For the spallation tests, a diamond film of 78-µm thickness depos-
ited on a 35 x 35 x 5 mm SiC substrate was used. 

 
Experimental setup for the indentation test is shown in Fig. 1. We used a diamond brale in-

denter with spherical tip (radius: 0.2 mm and angle: 120 degree). Maximum indentation load, 
Fmax, were selected at 98, 196, 294, 392 and 490 N. Loading rate and holding time are controlled 
at 0.49 N/s and 10 s, respectively. Four small AE sensors (PAC, PICO, center frequency: 500 
kHz) were mounted on the four edge surfaces of the substrate. Sensor outputs were amplified by 
60 dB using a pre-amplifier (NF9913, NF Circuit Co.), digitized by an 8-channel fast A/D con-
verter (Gage CompuScope, CS12100) and fed to a personal computer. Sampling interval and 
sampling points were set as 50 ns and 2048, respectively.  

 

 
Fig. 1  Experimental setup for the indentation test and AE monitoring. 

 
The AE system monitors the Lamb (or plate) wave AE. We classified fracture modes or 

crack types by analyzing the polarity distribution or radiation pattern of So-mode Lamb wave. 
Two types of crack, the Mode-I fracture with a crack opening vector parallel to the surface corre-
sponding to the ring crack, and the Mode-II fracture or lateral crack at the film/substrate inter-
face, were examined. When all polarities of the first arriving So-mode waves are positive, 
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this is produced by a Mode-I crack. When two opposite polarities are found for the initial AE 
waveforms among 4-channels of AE signals, this is induced by a Mode-II crack. Detail of polar-
ity distribution analysis can be found elsewhere [12]. 
 
2.2 Laser spallation test  

Experimental setup for the laser spallation test is shown in Fig. 2. A high-energy pulse from a 
Q-switched Nd:YAG laser (New Wave Research, Tempest300, maximum energy: 300 mJ, pulse 
duration time: 3-5 ns, wavelength: 1064 nm) was irradiated on the uncoated surface of the sub-
strate, opposite the diamond film under test. Silicone grease containing fine MoS2 particles was 
painted on the surface as an energy-absorbing layer. Thickness of the layer was controlled pre-
cisely using a thickness gage to 20 µm and confined rigidly by a 6-mm-thick silica plate with 
anti-reflection coating. Impact wave was excited in the substrate by the laser breakdown of the 
grease. The beam diameter was controlled to be 1 mm by changing the defocusing distance. La-
ser energy was changed from 0.7 to 75 mJ. A heterodyne-type laser interferometer (He-Ne laser, 
532 nm) was used to measure the out-of-plane displacement of the stress wave at the epicenter of 
the source on the diamond film. In order to detect the spallation initiation by AE, a small broad-
band sensor (Valpey Fisher, pinducer) was glued on a side surface of the substrate. Sensor to 
source distance was kept as 14.5 mm. Leaked laser light was used as a trigger signal for the laser 
interferometer and AE system. Interferometer and AE signals were digitized and stored in a 
high-resolution digital oscilloscope at sampling interval of 0.4 ns with sampling points of 8192. 
Output of the AE sensor (pinducer) was directly fed to the digital oscilloscope. 
 

 
Fig. 2  Experimental setup for laser spallation and AE monitoring. 

 
3. Results and Discussion 
 
3.1 Indentation test 
 We observed Hertzian ring crack generation during the indentation test. The number of ring 
cracks increased with maximum indentation load Fmax and expanded outward into area around 
the first ring crack. Figure 3 shows the indentations produced by the test of Fmax: 98 N, and the 
indentation force F vs. indentation depth h with AE timing. We detected frequent AE signals 
from the Mode-II fracture (open triangles). These AE signals were, however, considered to be 
the contact noise. Only one Mode-I AE, from the ring crack was detected as indicated by solid 
triangle at 39.1 N. The number of the Mode-I AE signals increased with Fmax. Here we focused 
our attentions on the load to cause the first ring crack in order to evaluate the tensile strength of 
the diamond film. Table 1 shows the load at which the first Mode-I AE was detected. The load 
was almost the same, except that (127.4 N) for Fmax= 196 N. AE signals from the Mode-I ring 
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crack at the load of 39.1 N for Fmax= 98 N are shown in Fig. 4. Polarities of first So mode waves 
were all positive, and indicate the initiation of Mode-I Hertzian crack. 

 
Fig. 3  Laser microscopic image of indentation (a) and indentation curve with AE timings (b), for 
the test of Fmax = 98 N. 
 

 
Fig. 4  AE waves from the Mode-I Hertz crack during the indentation test of Fmax = 98 N. 
 

 
 

Next we calculated the film stress at the load of 39.1 N by FEM. Figure 5 (left) shows the 
axi-symmetric model for the FEM. We calculated the film stress for the indentation depth of 2.7 
µm at 39.1 N. Elastic properties of the same CVD-diamond measured by laser ultrasonic tech-
nique [13] were used. Figure 5 (right) shows the distribution of radial stress. The maximum ten-
sile stress is computed as 7.1 GPa to the contact radius of 23 µm. This radius is consistent with 
the measured radius in Fig. 3. Thus the tensile fracture strength of the CVD-diamond film was 
estimated to be 7.1 GPa. 

 
3.2 Laser spallation test 

Preliminary test showed that the diamond film suffers spallation at laser energy of around 46 
mJ. Figure 6 shows microscopic images of spallated area. Spallation occurred above laser energy 
of 46.1 mJ. We observed very small delamination of 0.3 mm diameter at 46.1 mJ, though not 
clear in the photo. Delaminated circle expanded with laser energy. In order to estimate the adhe-
sion strength correctly, we must determine the delamination initiation. Owing to the transparency 
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Fig. 5  Analysis model for FEM (left) and calculated stress distribution (right). 

 
Fig. 6  Optical microscopic images of spallation. 

 
of the polished diamond film, we can detect the spallation by eye inspection when a finite size 
delamination occurs, however, much accurate detection technique is needed for non-transparent 
and rough surface films.  
 

We are now using two methods. One is waveform analysis of bulk waves detected by the in-
terferometer. Figure 7 compares the outputs of laser interferometer for the case of film spallation 
(b) and no-spallation (a). Very clear waveform differences exist at the arrival of the first P-
waves. Wave oscillation of 28-33 ns period in (a) is due to the multi-reflection of the P-wave 
(1400 m/s) in the confined grease layer (20 µm thick). This oscillation disappears when spalla-
tion occurs. This is because the film spallation was induced by the first P-wave arrival and the 
subsequent P-waves cannot be transmitted to the delaminated film.  

 
We next estimated the critical interfacial stress to cause spallation. We detected out-of-plane 

displacement of the stress wave at the epicenter on the substrate (without CVD diamond film). 
Figure 8 shows the waveforms as a function of laser power from 4.8 to 46.1 mJ. At low energies 
from 4.8 to 15 mJ, the compressive wave or down-shooting wave is the major component. The 
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expansion component appears above 35.5 mJ and increases with laser energy. Tensile stress of 
the expansion component is given by Eq. (1) [14]. 

 

 
(a) without spallation, showing oscillation;   (b) with spallation, no oscillation.  

Fig. 7  Bulk waves detected on the film by laser interferometer at the epicenter of oil breakdown. 
 

 
 

Fig. 8  Change of first arrival bulk wave from oil breakdown, detected for SiC substrate without 
the film. 
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where ρ is the density of the medium and Vl denotes the velocity of the longitudinal wave. ρ and 
Vl of sintered SiC are measured as 3150 kg/m3 and 11.80 km/s, respectively. The partial differen-
tiation of displacement with respect to time defines the particle velocity of the longitudinal wave. 
Since the thickness of the diamond film is negligibly small, the same calculation procedures 
were applied to the diamond-film spallation experiments. Figure 9 shows the stresses calculated 
for compression (filled circle) and expansion (open circle) waves. Here compressive stress was 
designated by negative values. Tensile stress increased with increasing the laser energy. Data 
scattering appears to be due to the difficulty in determination of the particle velocities. Three 
data points represent the case of spallation. From this, the interfacial adhesive strength of the 
diamond film is estimated as 222 MPa. 
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Fig. 9  Interfacial stresses generated by impulse waves due to the oil-breakdown. 

 
In order to determine the spallation initiation accurately, we utilized AE monitoring. We pre-

viously detected the impact–induced cracks in the PMMA hit by flying objects [15]. For such 
case, weak AE by fracture is hidden by strong impact induced AE and could not be detected by 
the AE sensor mounted on the plate surface. However, it is feasible to detect the fracture-induced 
weak AE by monitoring the in-plane motion of the So-Lamb waves using the sensors mounted 
on the edge plane of the target [15]. We used this technique and detected Lamb-wave AE from 
the spallation using a broadband (1 to 25 MHz) pinducer mounted on the edge (see Fig. 2). 

 

 
 
Fig. 10  Detected Lamb-wave AE signals (top row) and their Fourier transform (bottom row) as a 
function of laser energy. Two left waves: non-spallation; Two right waves: spallation. 
 

Figure 10 (top row) shows detected Lamb-wave AE signals as a function of laser energy. In 
this sample, the diamond film started to spall at 69 mJ, but it did not spall at 67 mJ. Two left 
waves represent non-spallation cases, while the right two waves are for the spallation. The corre-
sponding frequency spectra of the waves are given in the bottom row. Significant signal 
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power exists at 2 – 6 MHz. When no spallation occurs, signal power at 13 – 17 MHz is strong. 
The peak height at 16 MHz is comparable to that at 2.5 MHz for 37 mJ pulse. When the spalla-
tion occurs, the high frequency peak diminishes rapidly. At both 69 and 75 mJ tests, 14-MHz 
peak decreases almost to the noise level. Large reduction of the ratio of signal power at 13 – 17 
MHz range to that of 2 – 6 MHz is a good indicator of the presence of spallation.  

 
4. Conclusion 

 
We utilized AE for detecting and classifying the film fractures during Rockwell micro-

indentation and laser spallation test of CVD-diamond films deposited on SiC plate. Results are 
summarized below: 
1)  Mode-I Hertzian ring crack during Rockwell indentation was detected by advanced AE sys-

tem utilizing four AE sensors around the indenter. Critical indentation load, indentation depth 
and ring crack diameter to cause the first Hertz crack were determined and submitted to FEM 
analysis. Tensile strength of the diamond film was estimated to be 7.1 GPa.   

2)  Laser spallation technique can determine the absolute interfacial strength of CVD-diamond 
film on SiC substrate by measuring the fast out-of-plane displacement of the expansion stress 
wave. Adhesion strength of the test sample was estimated as 222 MPa. 

3)  In order to detect the spallation initiation, we monitored in-plane motion of the So-mode 
Lamb wave by broadband small AE sensor (pinducer) mounted on the distal planes. The sen-
sor detected the AE from spallation through the loss of high-frequency (13-17 MHz) compo-
nents. 
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Abstract 
 

Active Fiber Composites (AFC) manufactured at EMPA with commercially available piezo-
electric ceramic fibers have been investigated for their potential use as sensors and emitters in 
various applications. The AFC elements have been evaluated with methods derived from the 
characterization of ultrasonic transducers and acoustic emission (AE) sensors. Electrical imped-
ance measurements as a function of frequency yielded indications of the frequency ranges of the 
AFC. Their planar design and lower mass, combined with their intrinsic conformability make 
AFC elements seem well suited for integrity monitoring of composite structures with AE, 
acousto-ultrasonics, or low-frequency ultrasonic methods. 
 
Keywords: active fiber composites, acoustic emission, sensor characterization, acousto-
ultrasonic, ultrasonic 
 
1. Introduction 
 

Active Fiber Composite (AFC) elements initially developed by Bent and Hagood [1] consist 
of piezoelectric lead-zirconate-titanate (PZT) fibers, aligned uniaxially between two foils, each 
with two sets of electrodes arranged as interdigitated electrical contacts. Analogous to thin PZT-
patches, they function as actuators and sensors [2, 3]. The PZT-fibers of the AFC elements are 
polarized along the fiber length (piezoelectric strain constant d33), i.e. contracting and extending 
in length, respectively, if a voltage is applied to the electrodes. Conventional planar piezoelectric 
transducers for AE or acousto-ultrasonic applications with which the AFC elements are com-
pared are usually polarized in the direction normal to their plane (piezoelectric strain constant 
d31). The absolute value of d33 is about twice that of d31 [3]. The comparison between AFC and 
conventional PZT-transducers is based on established methods for the characterization of piezo-
electric ultrasonic transducers or for the verification of AE sensors. 
 
2. Experimental 
 

The types of AFC elements manufactured at EMPA and considered in the present paper have 
an active area of 20 mm (width), a total width of 40 mm, fiber lengths (equal to length of active 
area) between about 8 and 45 mm, an electrode width of 200 µm, and electrode spacing between 
400 and 1600 µm (Fig. 1). The fibers are made from PZT and commercially available, the elec- 
_____ 
* Based on presentations at the Meeting of the German, Austrian and Swiss Societies for Non-
destructive Testing, Salzburg (Austria), May 17, 2004, and at the 26th European Conference on 
Acoustic Emission Testing, Berlin (Germany), European Working Group on Acoustic Emission 
(EWGAE), September 16, 2004. 
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trodes are screen-printed on Kapton foil with a process developed at EMPA. The thickness of the 
AFC elements is around 300 µm. Basic manufacturing and processing details of the AFC are 
described in [3]. 
 

 
 
Fig. 1  Photograph of Active Fiber Composite (AFC) element manufactured at the authors labo-
ratory. The length of the piezoelectric fibers is about 31 mm, electrode spacing is 0.9 mm and 
electrode width about 0.2 mm. The piezoelectric fibers are contacted with one set of interdigi-
tated electrodes on both, top and bottom sides. 
 

Electrical impedance measurements were performed on an impedance analyzer (HP 4194A) 
in the frequency range from 100 Hz to 2000 kHz. The devices were connected through a test 
fixture (HP 16074D) and short wires. A total of 400 data points were recorded over the fre-
quency range up to 2000 kHz, and the data converted to a text-file for further analysis. 
 

A commercial AE sensor tester (VST, Vallen Systeme GmbH) consisting of a frequency 
generator (Agilent 33120A), ultrasonic transducers (Panametrics V-101 or V-103), AE equip-
ment (Vallen AMSY-4) with preamplifier (Vallen AEP4) and dedicated software was used to 
verify the resonant sensor response characteristics (Dunegan Engineering Corporation Inc., 
DECI, SE150-M or Physical Acoustics Corp, PAC, R-15). Devices were tested in the frequency 
range between 5 kHz and 500 kHz, scan step size as 2 kHz, and the signals band-pass filtered 
between 3 kHz and 3000 kHz, and recorded with an offset of –135 dB, –155 dB, or –175 dB. 
Various types of coupling to the ultrasonic transducer were used: face-to-face, face-to-back (de-
vice mounted on an Aluminum plate), face-to-wedge (device mounted on a polymer-wedge 
made from polymethyl-methacrylate, PMMA), with an inclination of the wedge of 40° with re-
spect to the horizontal base). The PMMA-wedge was used to enhance the in-plane component of 
the excitation, the longitudinal wave speed of PMMA (2760 m/s ± 25 m/s) yielding a limiting 
angle for total reflection around 40°. 
 

Hsu-Nielsen sources, i.e., pencil-lead breaks (0.5-mm diameter, hardness rating HB) were 
used to simulate AE signals at various distances from the AFC element on a PMMA plate to 
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generate polar plots of the axial sensitivity characteristic at fixed distances, or to generate at-
tenuation curves over certain distance ranges.  
 

Alternatively, so-called auto-calibration pulses generated by the AE equipment (Vallen 
AMS-3), used to record all AE data except those from the sensor tester with amplitude and dura-
tion dials set to maximum and minimum (typically yielding 60 V peak-to-peak and about 1 µs 
duration), respectively, were used as stimulus for AFC elements and AE sensors (DECI SE150-
M or SE1000-H flat response displacement sensor with small aperture). All simulated AE signals 
were recorded by either AFC elements or AE sensors connected to an AE equipment (AMS-3), 
typically with 34 dB pre-amplifier gain and around 40 dBAE detection threshold (1 µV = 0 dBAE). 
Full waveform signals were recorded for some of these tests yielding frequency spectra via Fast-
Fourier-Transformation (FFT) implemented in the transient waveform analysis package (Vallen 
VisualTR). 
 

Silicone-free, temperature resistant vacuum grease was used as coupling agent in all inter-
faces between transducers, test plates, AE sensors, and AFC elements. Contact pressure was ei-
ther supplied by a special fixture (spring-loaded plates between which transducer and AE sensor 
or AFC were put), dead weights (AE sensors on test plates), or scotch tape (AFC elements on 
test plates). 
 

For all measurements, one set of the interdigitated electrodes on each side of the AFC was 
connected to mass (ground) of the preamplifier or impedance analyzer, while the other provided 
the signal level. Typical AE instrument (AMS-3) settings were a threshold of 40 dBAE or 31 
dBAE, preamplifier gain of 34 dB, and a rearm-time of 3.28 ms. Signals were band-pass filtered 
either between 30 kHz and 1000 kHz or between 95 kHz and 1000 kHz. 
 
3. Results 
 
3.1 Impedance measurements 

Figure 2 shows the electrical impedance determined from the applied voltage and current in 
the form of (a) the absolute value |Z|, and (b) the phase angle, both as a function of frequency for 
AE sensor and AFC element. Typically, the absolute value is rapidly decreasing with increasing 
frequency (note the logarithmic scale), except for certain frequencies. The phase angle plot 
clearly indicates these frequencies. Figure 3 shows the impedance phase angle as a function of 
frequency for a range of AFC elements with different lengths. Depending on the fiber length of 
the AFC elements, the main peak of the phase angle versus frequency lies in the range between 
about 50 and 280 kHz. The typical width of these peaks is a few tens of kHz. 
 
3.2 Sensor tester measurements 

Figure 4 shows the sensitivity curves obtained with the commercial AE sensor tester (VST) 
for AE sensors and AFC, again as a function of frequency between 5 kHz and 500 kHz (trans-
ducer V-101). AE sensor and AFC were tested both, coupled directly to the transducer (AFC 
supported on the back with an aluminum plate), and coupled to the backside of an Aluminum 
plate sitting on top of the transducer. Figure 5 shows the measurements for AE sensor (SE150-
M) and AFC when mounted on the slope of PMMA wedge with 40° inclination with its basal 
plane coupled to the transducer in order to enhance the in-plane component of the excitation. 
Both, face-to-face and face-to-back, the AFC element is clearly less sensitive than the commer-
cial AE sensors. However, when mounted in the PMMA-wedge, the respective sensitivity be-
comes comparable (Fig. 5). 
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Fig. 2  Electrical impedance measurements  on impedance analyzer (HP4194A) as a function of 
frequency from 100 Hz to 500 kHz for two AE sensors (SE150-M) and one AFC. (left) Absolute 
value of impedance |Z|; (right) Corresponding phase angle. 

 

 
Fig. 3  The phase angle vs. frequency from 100 Hz to 500 kHz for a range of AFC elements with 
different lengths of the piezoelectric fibers. 
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Fig. 4  Sensor tester characterization (VST, with V-101) for AE and AFC sensors. Blue curves 
scale on the left, red/purple curves on the right. (left) Face-to-face transducer coupling with AFC 
on Al plate, (right) face-to-back coupling through Al plate (all scales linear, offset removed). 
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Fig. 5  Sensor tester characterization (VST, V-101), AE sensors and AFC coupled on a PMMA 
wedge (see text for details). (left) AFC fibers oriented vertically, (right) AFC fibers oriented 
horizontally on the inclined plane of the PMMA wedge. 
 
3.3 Measurements with simulated AE 

Figure 6 shows the fast Fourier transforms (FFT) of waveforms from simulated AE (Hsu-
Nielsen sources) applied at increasing distance from the center of the AFC element along a line 
parallel to the orientation of the piezo-fibers. Frequency band-pass filtering between 30 and 1000 
kHz has been used. The magnitude of the FFT at frequencies above about 100 kHz is increas-
ingly attenuated relative to the main peak with increasing distance from the source. 
 

Figure 7 shows the polar diagrams obtained from Hsu-Nielsen sources applied on a PMMA 
plate. The values indicated in the diagram are maximum AE signal amplitude averages of at least 
three pencil-lead breaks per polar angle performed by a single operator and recorded by the AE 
sensor or AFC at 20 cm distance from the source location. Analogous polar diagrams (not 
shown) were obtained with the AFC recording AE signals generated by the auto-calibration 
function of the AE equipment by applying transient voltage pulses to AE sensors (DECI SE150-
M or SE1000-H) coupled at 20 cm distance from the center of the AFC to the PMMA plate. The 
maximum amplitude, and hence the shape of the polar diagram for the AFC element, are strongly 
affected by the frequency filter that is applied. Frequency filtering between 100 and 1000 kHz 
yields relatively low AE signal amplitudes and a strongly anisotropic shape of the polar diagram. 
Frequency filtering between 30 and 1000 kHz, however, only yields a slight anisotropy. The po-
lar diagram for the AE sensor essentially is isotropic and yields the same maximum AE signal 
amplitudes for both types of frequency filter. It is noteworthy that the AFC element yields higher 
maximum AE signal amplitudes than the AE sensor, if the 30 to 1000 kHz band-pass frequency 
filter is applied. 
 

The different shapes of the polar diagrams for the AFC are explained by the FFT in Fig. 8. 
Shown are selected frequency spectra from FFT from Hsu-Nielsen sources on a PMMA plate 
and recorded with the AFC at 20 cm. Both orientations of the AFC, i.e., AFC fibers parallel (//) 
and normal ( | ) to the source-AFC center line, frequency filtered between 30 kHz and 1000 kHz, 
as well as between 95 kHz and 1000 kHz are shown. 
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Fig. 6  FFT (30 to 300 kHz range) of Hsu-Nielsen sources applied along the center of the AFC 
parallel to the piezo-fibers on a PMMA plate and recorded with an AFC element (fiber length 
around 31 mm) at various distance. 
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Fig. 7  Polar diagrams of maximum AE signal amplitudes from Hsu-Nielsen sources applied on 
PMMA 20 cm from the AE sensor (SE150-M, circles) and the AFC (triangles) with its fibers 
oriented along the 180°-to-0° axis. Open and closed symbols indicate 95 kHz to 1000 kHz and 
30 kHz to 1000 kHz band-pass filters, respectively.  
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Fig. 8  FFT spectra from AFC recorded waveforms generated by Hsu-Nielsen sources located 20 
cm from the AFC on a PMMA plate. (left) AFC fibers parallel (//) and (right) normal to the 
source-AFC center line ( | ); filter 30 kHz to 1000 kHz (top), filter 95 kHz to 1000 kHz (bottom). 
 

Figure 9 shows attenuation curves obtained from simulated AE (Hsu-Nielsen sources) on a 
PMMA plate as a function of distance from the center of AFC elements with different distances 
between the interdigitated electrodes but similar width of the electrodes (about 200 µm). Even 
though the anisotropy of the AFC elements with respect to simulated AE applied along a line 
parallel and normal to the orientation of the piezo-fibers, respectively, yields a higher attenuation 
in the latter case, no significant dependence on electrode distance is observed, at least for the 
range of distances considered here (0.7 mm to 1.3 mm). 
 

Finally, Fig. 10 shows selected waveforms and corresponding FFT spectra generated by ap-
plying auto-calibration pulses to the AFC and recording the emitted signals with an AE sensor 
(DECI SE1000-H) located on the PMMA plate 10 cm and 20 cm, respectively, from the center of 
the AFC. First, it can be noted that AFC elements act as emitters of transient mechanical waves 
comparable to conventional PZT-based AE sensors, when excited by electric voltage pulses. 
Second, the dominant contribution of the frequency spectrum of these waves coincides with the 
frequency range of sensitivity of the AFC element. However, in the FFT recorded along a line 
parallel to the orientation of the piezo-fibers, significant additional contributions above 100 kHz 
appear that are largely absent in the FFT recorded normal to the orientation of the piezo-fibers. 

 
4. Discussion 
 

Both impedance and sensor tester measurements indicate that the AFC is sensitive to AE sig-
nals similar to the commercial resonant AE sensors. Most of the data shown in the present paper 
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Fig. 9  Maximum AE signal amplitudes of Hsu-Nielsen sources applied on a PMMA plate at 
increasing distances from three AFC elements (fiber length ~31 mm) with varying electrode dis-
tance, triangles = 0.7 mm, circles = 0.9 mm, squares = 1.3 mm; Hsu-Nielsen sources applied 
parallel (filled symbols), and normal (open symbols) to the piezo-fibers, respectively. 
 

 
are from AFC elements with a fiber length of 31 mm. The dominant contributions in the FFT of 
AFC elements lie at frequencies in the range between about 50 and 270 kHz with a typical 
bandwidth on the order of a few tens of kHz. AFC elements can hence be regarded as planar AE 
sensors for typical AE applications [7]. 
 

The face-to-face and back-to-face data from the sensor tester indicate that, in this set-up, the 
AFC is considerably less sensitive than AE sensors with a comparable resonance frequency. 
However, when mounted on the PMMA wedge, AFC and AE sensor yield comparable sensitiv-
ity. The main difference between face-to-face and wedge mounting the devices is quite likely the 
relative amount of out-of-plane to in-plane excitation. The pronounced increase in sensitivity 
observed for the AFC when switching from face-to-face to wedge mounting is tentatively attrib-
uted to the d33-polarization of the piezoelectric fibers. This is consistent with the effect of the d31-
polarization of the AE sensor, yielding a clearly lower sensitivity on the PMMA wedge than 
mounted face-to-face on the transducer. 

 
The PMMA wedge used to compare the sensitivity of AFC and AE sensors with respect to 

in-plane excitation clearly has to be regarded as an empirical tool for limited comparative pur-
poses. Developing this approach into a standardized method for sensor response characterization 
would require detailed investigations, among others, e.g., of the influence of the geometry and 
size, as well as possible, multiple reflections, and mode conversions. 
 

The AFC sensor tester measurements on the PMMA wedge (Fig. 4) also provide an explana-
tion for the observed anisotropy in the polar diagrams on a PMMA plate, when the AE signals 
are band-pass filtered between 95 kHz and 1000 kHz (Fig. 5). Changing the orientation of the 
AFC fibers on the PMMA wedge from vertical to horizontal clearly reduces the intensity of the 
peaks observed at about 130, 210, and 310 kHz. This yields a sensitivity differing for signals 
arriving parallel and normal, respectively, to the orientation of the AFC fibers. If the signals are  
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Fig. 10  Waveforms and corresponding FFT of simulated AE signals emitted by an AFC element 
(fiber length ~31 mm) on a PMMA plate with pulses (~60 V peak-to-peak, 1 µs duration) and 
recorded with an AE sensor (DECI SE-1000H), located at 10 (top) and 20 cm (bottom), and 
along a line parallel (left) and normal (right) to the orientation of the piezo-fibers, respectively.  
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band-pass filtered between 30 kHz and 1000 kHz, where the intensity of the dominant sensitivity 
peak around 50 kHz changes much less with AFC fiber orientation (Fig. 8), this anisotropy is 
hardly noticeable. 
 

In measurements of the so-called “free” strain of AFC elements operated as actuators, in-
creasing electrode distance had yielded increasing free strain, presumably due to the more homo-
geneous electric field between the electrodes [3]. The sensor characteristic, on the other hand, 
does not seem to strongly depend on electrode distance (Fig. 9). 

 
The waveforms and FFT spectra shown in Fig. 10 indicate that the AFC, when acoustically 

coupled to a solid and excited by transient voltage pulses (using the auto-calibration feature of 
the AMS-3 equipment) emits transient elastic waves into the solid. The emission seems to 
mainly occur in the frequency range around 50 kHz, i.e., the same range where the maximum 
sensitivity of this AFC element was observed. Recording the AFC emissions along the fiber axis 
of the AFC at 20 cm distance also yields noticeable frequency components above 100 kHz that 
are missing when emissions normal to the AFC fiber axis are recorded. Therefore, the anisotropy 
noted in the sensitivity of the AFC in the frequency range above 100 kHz also occurs when the 
AFC is used as acousto-ultrasonic emitter. At frequencies below 100 kHz, this effect is much 
less pronounced. Of course, the PMMA plate used in the experiment induces some frequency-
dependent attenuation, and the impedance of the AFC will change when coupled to a solid. Pos-
sible explanations for the observed anisotropy hence are frequency dependent wave propagation 
in the PMMA plate used as substrate, coupling among the different polarization coefficients of 
the piezoelectric fibers, as well as in the epoxy matrix used to embed the piezoelectric fibers. 

 
A direct comparison of AFC with other types of planar, piezoelectric AE sensors, e.g., PZT-

wafers or made from piezoelectric polymers such as poly-vinylidene-fluoride (PVDF) [4, 5], 
however, is still lacking. On the other hand, some specimens of AFC elements fully integrated 
into glass-fiber reinforced laminates were manufactured and successfully tested, both as sensors 
for AE signals and acousto-ultrasonic (AU) emitters [6]. 

 
Overall, the characterization with various methods indicates that AFC elements roughly per-

form similar to low-frequency AE sensors, e.g., such as those used for leak testing in pipelines. 
Areas of application where the specific properties of AFC elements show potential for replacing 
conventional PZT-based transducers, such as AE sensors, are discussed in [7].  
 
5. Summary and Outlook 
 

Commercial 150 kHz resonant AE sensors have been compared with new Active Fiber Com-
posite (AFC) elements manufactured from piezoelectric fibers. Properties such as AE signal sen-
sitivity and others have been compared for a range of characterization methods. It has been 
shown that the AFC elements investigated in this paper essentially function as AE sensors. Band-
pass filtering eliminating the frequency range below 95 kHz, on one hand reduces the sensitivity 
of the AFC but, on the other, yields an anisotropic sensitivity characteristic. Due to their con-
formability, both, parallel and normal to the fiber direction, these AFC elements are promising 
for continuous AE monitoring for, e.g., leak detection in pipelines, at least for pipe diameters > 
70 mm. The process for manufacturing the AFC is compatible with that used for composite 
laminates and integration of these thin, planar, light-weight AFC elements into glass- and car-
bon-fiber laminates has been achieved. Therefore, continuous health monitoring of composite 
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structures with AE testing or periodic inspection with AU or low-frequency ultrasonics using 
AFC elements does seem feasible. 
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Abstract 
 

Acoustic emission (AE) wave propagating in thin wall structure (plate, tube, vessel, etc.) is 
substantially distorted during its pass from AE source to the transducer.  AE signal processing is 
rather difficult under such conditions (dispersion), and AE source characteristics (location, am-
plitude, energy, etc.) may be interpreted incorrectly, when signal distortion effects are not con-
sidered in the evaluation of source parameters. Wave dispersion effects, i.e. frequency depend-
ence of wave mode velocity, represent the most serious problem in AE signal parameters evalua-
tion.  In the paper, construction of guided wave dispersion curves using experimental data is pre-
sented. The method, based on wavelet transform, is efficient tool in both isotropic and anisot-
ropic materials, even when current theoretical predictions give no satisfactory results.  
 
Keywords: dispersion curves, wavelet transformation, guided waves 
 
1. Introduction 
 

Most of ultrasonic NDT methods are based on monitoring of artificially generated and then 
received longitudinal or transversal (shear) wave in material [1]. In contrast, the acoustic emis-
sion (AE) method uses detection of waves generated by internal AE source in the material, which 
requires correct location and interpretation. Recently, the guided waves, i.e. waves created by 
multiple echoes in a thin structure wall, are used in nondestructive testing [2].  The main advan-
tage of guided wave applications is their possibility to detect defects in material on a long dis-
tance. The guided waves are dispersion waves, so the wave velocity depends on frequency. Ne-
glecting of the dispersion effects in AE monitoring can lead to relevant mistakes in conclusion 
about the presence of critical defects in tested structural part. 

 
The application of guided waves in ultrasonic NDT and in evaluation of material properties 

requires good knowledge of dominant wave modes propagating in a structure, which are charac-
terized by the well known dispersion curves (mostly presented as the dependence of velocity on 
frequency). To simplify the problem, measurements are usually done with respect to potentiality 
of one dominant mode wave generation. Signal filtration is also used to emphasize one guided 
wave mode. Numerical algorithms for the computation of dispersion curves are available for 
both homogenous plates and composite like structures. Material parameters are the input data in 
such algorithms. It doesn't represent a problem in a case of homogenous plates manufactured 
from well-known material, but it could be potential trouble in composite structures. There are 
often many undetermined factors in composite structures (e.g. precise chemical composition of 
fillers, stresses in matrix and fibers, etc.). Material parameters of such structure may vary signifi-
cantly as a result of complicated manufacturing process. In such situations, the determination of 
dispersion curves of basic guided modes (s0, a0) from experimental data is very useful and even 
necessary. 

 
The problem of dispersion curves computation from experimental data is not yet completely 

solved, especially in anisotropic materials. However, two numerical methods are promising: 
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1. The first method is based on 2-D Fourier transform utilization [5]. The problem of the 
method is in necessity to record a lot of signals (64 at least, 128 better) from artificial wave 
sources placed in well-defined points on the structure. Short distance between successive 
sources (below 1 mm) is advantageous. 

2. The second method is based on continuous wavelet transform application [6, 7]. Special 
wavelets, e.g. Gabor or Morlet wavelet, have well-defined basic frequency. Continuous 
wavelet transform amplify the frequency in digitized ultrasound wave record, which enables 
dispersion curve computation of wave mode with highest amplitude. 

The second method using continuous wavelet transform will be discussed in this paper. Glass 
plates are used as a sample of thin-wall structure, as to compare dispersion curves obtained by 
theoretical and experimental data. Theoretical dispersion curves of guided waves propagating in 
glass plate are well known.  
 
2. Experiment  
 

Laser generated ultrasound is most suitable method for obtaining experimental data. Main 
advantage of the laser generated ultrasound method is good reproducibility of ultrasound waves 
[4]. Nd:YAG pulse laser was used to generate ultrasonic waves. The laser beam was split by 
semi-permeable mirror. The first sub-beam has triggered digital oscilloscope, which recorded 
signals from miniature piezoelectric transducers placed on a glass plate surface. The second sub-
beam excited acoustic wave in the plate. The experimental details are given in [4]. 

 
Two identical AE transducers were placed on opposite sides in the plate center.  Using this 

transducer configuration, along with accurate synchronization of oscilloscope channels enables 
symmetric or anti-symmetric guided waves modes emphasis in recorded signals. Sum of both 
recorded signals results in signal with emphasized symmetrical modes, and the signal difference 
emphasizes anti-symmetric modes of guided waves (see Fig. 1). 
 
3. Continuous Wavelet Transform 
 

Continuous wavelet transform (CWT) is a kind of time-frequency transform defined by the 
formula 

( ) ( ) ,d1, * t
a

bttf
a

baWf ∫
∞

∞−







 −

Ψ= (1) 

where a is scale parameter and b is time. Ψ is a wavelet and f is transformed function. Symbol * 
represents complex conjugate value.  The wavelet transform is used to identify hidden signal 
properties, such as small discontinuities, frequency changes and transient effects. Reciprocal 
scale parameter a has a meaning of frequency in intuitive sense, but the wavelet Ψ is usually not 
the periodic function, so it has no frequency in mathematical sense. Fortunately, there exist also 
wavelets based on periodic functions with well-defined frequency. 
 Morlet wavelet (fig. 2) is an example of the periodic function based wavelet. It is given 
by formula  

),5cos()( 2/2

xex x−=Ψ (2) 
 
which represents  product of attenuation term exp(-x2/2) and periodic term cos(5x). 
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 If the function f is a digitised AE signal with sampling frequency F, then f(t) is real and the 
function is represented by its discrete values fn. In addition Morlet wavelet frequency expressed 
using scale parameter a is 

(3) .
2
5)( F
a

aF
π

=Ψ

   

 
 
Fig. 1  Acoustic waves with symmetric (top) or anti-symmetric (bottom) wave modes 
emphasized. Each division = 10 mV and 50 µs. 

 
Fig. 2  Morlet wavelet 
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4. Computation of Dispersion Curves  
 
 Continuous wavelet transform Wf(a,b) of digitised signal using Morlet wavelet is a signal 
with highlighted Fψ(a) frequency (see equation (3)). Because guided wave amplitude is mostly 
rather high (especially the amplitude of first guided wave modes a0, s0), the waves arrivals are 
well perceptible in CWT signals. Using guided-wave arrival time (detected in transformed sig-
nal) and AE wave source – transducer distance, the wave velocity is computed and point on dis-
persion curve with frequency Fψ(a) is known. Dispersion curve is then sampled by changing the 
scale parameter a. 
 
 Some potential troubles are connected with the algorithm application. The first problem is in 
wave-arrival time detection. The arrival time is given by corresponding wave packet maximum 
(see upper part of Fig. 3). But it is not always easy to determine the maximum. Solution of the 
problem is in the use of Hilbert transform (bottom part of Fig. 3). That transform represents the 
signal envelope where the wave packet maxima are evident. The second problem, illustrated in 
Fig. 4, is interaction of guided-wave modes. First part of Fig. 4 shows transformation of signal 
with anti-symmetric wave modes emphasized. Maximum, which corresponds to a0-wave mode, 
is obvious. On the other hand, the maximum corresponding to s0-wave mode is overlapped by 
the a0 maximum (bottom part of Fig. 4), even though the signal with symmetric modes empha-
sized was used. To solve the problem partially, filtration of original signal and/or the use of se-
lected signal is suggested.  
 

It is well known that the spectra of symmetric and anti-symmetric mode guided waves differ 
substantially [8]. That property is illustrated in Fig. 5, where the normalized spectra of signals 
with emphasized symmetric or anti-symmetric wave modes are plotted. Anti-symmetric guided 
wave modes contain much more of low frequencies than the symmetric ones. Band-pass filtering 
is often used to separate both symmetric and anti-symmetric wave modes. But this procedure is 
not suitable for the above described construction algorithm of dispersion curves.  To obtain the 
whole dispersion curve, we need all frequencies contained in the signal. If set of plates with dif-
ferent thicknesses is available, a thicker plate looks better when we compute the dispersion 
curves of symmetric wave modes. But the key factor is still proper maximum selection in the 
transformed signal (see Fig. 4). 

 
Outputs of the described algorithm – a0 and s0 wave modes dispersion curves in glass plate – 

are plotted in Figs. 6 and 7. The a0-wave mode dispersion curve is obtained quite easily (see Fig. 
6). Difference between theoretical and computed dispersion curve is negligible. Small diver-
gence may be caused by AE transducer size; there is no obvious effect of the source - transducer 
distance. On the other hand, symmetric wave mode (s0) dispersion curve computation encounters 
relatively tough problem (Fig. 7). Finally we used the 8-mm thick glass plate, because it is easier 
to obtain the curve than in a case of 2-mm thick plate. No original signal filtration is applied. 
Difference between theoretical and computed curve is now bigger, but the shape of curves is 
similar. The results of described algorithm are perfect for higher frequencies (above 600 kHz), as 
it was expected. 

 
5. Computation of Dispersion Curves in Polymer Samples 
 

To demonstrate wavelet algorithm potential and limits, data from tensile tests of polymer 
samples was used as algorithm input data. 100 × 10 × 4 mm polymer samples were used in the 
experiment. The samples were manufactured from pure polyethylene (PE), pure polypropylene 
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Fig. 3  Continuous wavelet transform of AE wave (Morlet wavelet is used) and the signal after 

Hilbert transform. Time scale = 20 µs per division. 
 

  
Fig. 4  CWT coefficients transformed using Hilbert transform. Original signal had anti-

symmetric or symmetric wave modes emphasized. Time scale = 20 µs per division. 
 

(PP), from 50%/50% PE/PP blend and from blend of PE, PP and additive VISTALON. Tensile 
tests of PP and its blends with PE and VISTALON have been recorded by digital camcorder. 
Acoustic emission (AE) was monitored during tests by two transducers attached to test samples, 
allowing linear location of AE sources. The sources were recorded using transient recorder 
ADAM-MAURER (Fig. 8c, d), AE parameters were also recorded during test by digital analyzer 
DAKEL-XEDO (Fig. 8b)). Tested materials exhibit large localized plastic deformation – necking  
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Fig. 5  Spectra sum (thin line) and difference (thick line) of AE signals. The signals were 

recorded from two transducers placed on opposite plate sides. 

 
Fig. 6 a0-wave mode dispersion curve in 2 mm thick glass plate. Theoretical curve is plotted 

using solid line, curve computed from experim. data is plotted using circles 
 

– reaching from tens to hundreds of percent before failure. Dispersion waves play significant role 
in complex wave field observed in the samples, so the knowledge of dispersion curves improves 
significantly conclusions about AE events and sources and finally about tested polymer sample 
damage process. 
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Fig. 7  s0 wave mode dispersion curve in 8 mm thick glass plate. Theoretical curve is plotted 

using solid line, curve computed from experim. data is plotted using circles 
 

 Described wavelet algorithm result, using AE signal from Fig. 8d as the algorithm input data, 
is shown in Fig. 9. Dispersion curve of wave mode with the highest amplitude was computed 
only as this is tensile test configuration and AE transducer positions did not allow the emphasis 
of symmetric and anti-symmetric wave modes in the similar way as in Fig. 1. Moreover recorded 
signals have background noise, although only the best signals (see Fig. 8) were utilized. 
 

The difficulties (background noise, dispersion wave modes interaction) affect a0-wave mode 
dispersion curve approximation (Fig. 9). There are visible some discontinuities and drapes in Fig. 
9. However, despite really unfavorable experimental conditions, the wavelet algorithm gives im-
portant result applicable for damage-process investigation of polymer samples.    
 
6. Conclusion 
 
 Dispersion curves of basic guided-waves modes (a0, s0) in glass plates were computed using 
the experimental data. The computational algorithm is described, which is based on continuous 
wavelet transform. Signals recorded during the experiments with laser-generated ultrasound were 
used as input data in the algorithm. Advantages of laser-generated ultrasound are good repro-
ducibility of the wave source and the exact source positioning, which are important conditions 
for reliable algorithm application. 
 
 Some additional steps were done as to improve the computation of dispersion curves. The 
first improvement of the wavelet-transform-based algorithm is in the Hilbert transform utiliza-
tion. The guided-wave mode arrival time is much more evident in Hilbert-transformed signal. 
The second step is the use of glass plates of different thickness. The reason of that is to increase 
specific wave mode fraction in the complex signal. The same purpose had a special experimental 
configuration using the pair of piezoelectric transducers placed on opposite sides at the center of 
tested plate. Such configuration along with precise synchronization of recorder channels enables 
the emphasis of symmetric or anti-symmetric guided-waves modes in signal. 
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Fig. 8  PE/PP/VISTEON sample tensile test: a) diagram of loading force, b) AE activity 

monitoring using RMS and two levels of counts, c), d) recorded AE events. 
 

 
Fig. 9  a0-wave mode dispersion curve approximation in 4-mm thick PE/PP/VISTALON 

polymer sample. Recorded AE event from Fig. 8d)  was used as algorithm input. 
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 Described CWT-based algorithm is a useful tool for the computation of dispersion curves of 
main guided-wave modes (a0, s0). The algorithm was tested using glass plates mainly, but it can 
be used in other situations, e.g. in damage process investigation of polymer samples.  
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Abstract 
 

The present paper describes the basic principles of acoustic emission (AE) tomography. This 
method uses acoustic emission events as point sources and combines the usual iterative localiza-
tion algorithm of AE testing with algorithms for travel time tomography like ART (algebraic 
reconstruction technique). The procedure is equivalent to the solution of the generalized inverse 
localization problem in locally isotropic heterogeneous media and leads to a new imaging tech-
nique where in addition to the source positions the volume of the specimen is visualized in terms 
of a locally varying wave speed distribution. It is shown by numerically obtained data sets that 
the algorithm leads to a more accurate localization of acoustic emission events and offers totally 
new perspectives for acoustic emission imaging and for acoustic tomography in general.     
 
1. Introduction and Outline 
 

Localization algorithms in acoustic emission (AE) testing mostly use the assumption of a 
homogeneous background medium with constant wave speed in order to determine the location 
of AE events. However in practice, the structures under investigation are inhomogeneous in 
many cases, i.e. wave speeds are changing in space and time due to heterogeneities of the micro-
structure (e.g. grains and pores), the effect of structural components (e.g. tendon ducts in con-
crete), and material changes caused by the damage mechanism itself (e.g. crack growth). These 
heterogeneities limit the accuracy of source localization algorithms. 

 
In order to overcome these drawbacks the usual localization algorithm of AE testing can be 

combined with travel time tomography by using the AE events as acoustic point sources. In this 
context a re-localization, i.e. an update of the current source positions, has to be performed after 
each tomographic inversion resulting in an iterative procedure with alternating steps of source 
localization and tomography. This method is in principle known from geophysics where earth-
quakes are located and used for tomographic imaging of the earth’s interior. 

 
Section 2 first summarizes the fundamentals of iterative AE localization and describes how 

the underlying equations can simply be generalised to heterogeneous media. Section 3 briefly 
describes the different approaches of tomographic imaging with diffracting and non-diffracting 
sources paying particular attention to algebraic reconstruction techniques (ART). Section 4 
shows how the two concepts of localization and travel-time tomography can be combined result-
ing in an iterative algorithm for acoustic emission tomography called AE-TOMO. In Section 5 
numerical AE data obtained by the elastodynamic finite integration technique (EFIT) are used to 
demonstrate the physical soundness of the proposed method. It is further shown that the AE-
TOMO approach offers totally new perspectives, not only for AE imaging but also for traditional 
acoustic tomography since AE events can also be produced artificially at the outer surfaces of the 
specimen under investigation (e.g. by pencil-lead breaks or hammer impacts). Finally an outlook 
is given how the present algorithms could be improved by using further advanced tomographic 
imaging techniques and how AE tomography can be verified experimentally. 
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2. Source Localization  
 
 Let us suppose we have i = 1,…,N sensors and the P-wave arrival times of a single AE event 
have been determined by using an appropriate picking algorithm. In a first approximation the 
arrival time at sensor i is given by  
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S) is the known position of sensor i and r = (x, y, z) is the unknown location 
of the AE event to be determined by the localization algorithm. t represents the source time of 
the AE event and is usually measured relative to a trigger level. 
 

Eq. (1) is based on a simple straight ray model regarding the source-sensor travel path. In this 
context ci is the mean effective wave speed along ray i. In most cases, AE localization is done 
under the assumption of a homogeneous background medium and thus, ci = c = constant for all 
rays, i = 1,…,N. On the other hand, in a heterogeneous medium the effective wave speed can be 
different from one ray to another, i.e. ci ≠ cj for i ≠ j, in general. 

 
In Eq. (1) we have four unknowns, namely the three source coordinates x, y, z and the source 

time t. Thus, at least four different sensor arrival times are needed to solve the underlying system 
of equations. Since Eq. (1) represents a nonlinear system of equations, a closed analytical solu-
tion is not available in general and thus, it has to be solved by an iterative method.  

 
For that purpose we start with some initial values x0, y0, z0, t0 and suppose that the effective 

wave speeds ci are all known. By using the same straight ray model as explained above we can 
now calculate the theoretical arrival times using Eq. (1). In general, these theoretical times 

will be different from the measured arrival times, T

A
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A. From the differences ∆ti

A = Ti
A − t , the 

correction values for the next iteration ∆x, ∆y, ∆z, ∆t can be obtained. Since the measured arrival 
times can be written as a function of x, y , z, and t, 
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the arrival time difference ∆ti
A is expressed as total differential of fi. In matrix form we have 
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or in short,  
sFt A ∆⋅=∆                                             ,      (4) 

where ∆t 
A and F are known while ∆s is unknown. If the number of sensors is N = 4, the solution 

of Eq. (4) is well-defined, namely 
AtFs ∆⋅=∆ −1      .        (5) 
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If N > 4, the problem is over-determined. In this case a least-square approximation with regard to 
arrival time differences is given by the normal equation, 

    ( ) ATT tFFFs ∆⋅⋅⋅=∆
−1

     .       (6) 

Using the result of Eq. (6), the update of source coordinates and source time from iteration 0 to 
iteration 1, or more general from iteration k to k+1 can now be expressed as  
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where the Rj’s with 0 ≤ Rj ≤ 1 and j = x, y, z, t are relaxation parameters. In order to ensure con-
vergence of the iterative method, values of R ≈ 0.1 are typically used. 
 
3. Acoustic Tomography 
 

In acoustic tomography, data collected from sending acoustic waves through an object at 
many different angles are used to compute an image of changes of a physical quantity within the 
object under investigation (e.g. attenuation or wave speed in transmission tomography or acous-
tic impedance mismatch in reflection tomography). In traditional acoustic tomography the sound 
waves are passed from a series of sources to receivers at various locations around the specimen 
(Fig. 1).  
 

 
 

Fig. 1  Source/receiver geometry for traditional acoustic tomography. 
 
Usually each transducer is used as both, source and receiver, resulting in at most N2 ray paths 

(exact number depends on transducer configuration and operation mode (reflection or transmis-
sion)) if the number of transducers is N. In order to ensure a high depth of ray coverage, a large 
number of evenly distributed transducers are necessary. For example, the travel times between 
each source and receiver are measured. In this case the resulting tomographic images represent 
the locally varying wave speed distribution inside the specimen. Alternatively, the amplitudes of 
the transmitted time-domain signals at the receivers can be measured and the variations in at-
tenuation may be reconstructed. The latter method, however, makes high demands on the trans-
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ducer coupling conditions. Another possibility is the measurement of reflected signals and the 
reconstruction of the acoustic impedance mismatch between matrix and scatterers (“reflection 
tomography”).  

 
Mathematically, there are two major classes of tomographic reconstruction techniques [1]. 

One class, the transform based methods are using the Fourier-slice theorem for non-diffracting 
sources and the Fourier-diffraction theorem for diffracting sources, respectively. These methods 
are fast but have the restriction that the data must be acquired on evenly spaced sets of straight 
rays (“projections”). 

 
A second type of methods employs iterative procedures to reconstruct an image. The most 

widely used of these methods is called algebraic reconstruction technique (ART). Other related 
iterative techniques are SIRT (simultaneous iterative reconstruction technique) and SART (si-
multaneous algebraic reconstruction technique). These techniques are less efficient than trans-
form-based methods but they have several advantages. They can be used with irregular sampling 
geometries, incomplete data sets, and may incorporate curved ray paths. In recent years powerful 
ray-tracing algorithms have been developed correcting for both, diffraction and refraction of the 
wave field. In the present paper, a transmission ART algorithm with straight ray paths has been 
used in a first step due to its simplicity and its potential for further ray-tracing enhancements as 
mentioned above. This implies by no means that ART represents the best method for the problem 
described in this paper.  

 
The ART algorithm adjusts the estimated slowness values, sij = 1/cij, of the discrete tomogra-

phy cells (i,j) in a systematic fashion until the computed arrival times, tp
A, for ray p (p = 1,…,Np) 

match the measured arrival times, Tp
A. For that purpose, the path lengths, lij

p, of each ray p in 
tomography cell (i,j) and the computed arrival times for iteration k are used to obtain a new esti-
mate of the slowness for iteration k+1: 
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The summation in Eqs. (9) and (10) is performed over all tomography cells (i,j) passed by ray p. 
R is a relaxation parameter used to improve stability and convergence of the method. Small val-
ues of R between 0.01 und 0.1 are typical and provide some filtering behavior. 
 

ART makes the slowness adjustment on a ray-by-ray basis [2]. In contrast to that, the SIRT 
method uses an average correction for all rays applied to each tomography cell [3], but was not 
employed here. 
 
4. Acoustic Emission Tomography 
 

With the basic principles described in the previous two sections it is now easy to depict the 
concept of AE tomography using AE events inside the specimen as tomographic point sources 
(Fig. 2). Only sensors are needed at the outer surfaces of the specimen. Naturally, a high depth of 
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ray coverage is reached since the number of AE events typically lies in the range of some hun-
dreds or thousands. 

 

 

Fig. 2  Source/receiver geometry for AE tomography. 
 

We start with an initial guess of the slowness distribution, typically a homogeneous medium 
with constant wave speed (step 0). In step 1 we perform an initial localization of the AE sources 
using the method described in Section 2. The initial source locations are then used to perform an 
ART tomography as described in Section 3 (step 2). The result is an updated heterogeneous 
model with locally varying slowness and wave speed, respectively.  
 

This heterogeneous model can now be used to perform a re-localization of the AE sources 
using different effective wave speeds for each ray (step 1 again). In a further step the modified 
and improved source positions permit an improved tomography result (step 2 again) which in 
turn leads to better source positions (step 1) and so on (step 2 ↔ step 1). 

 
This iterative procedure is repeated until the squares of arrival-time differences between 

measured and computed times (residues) reach a minimum or a predefined accuracy level. The 
procedure is equivalent to the solution of the generalized inverse localization problem in locally 
isotropic heterogeneous media and leads to a new imaging technique where in addition to the 
source positions the volume of the specimen is visualized in terms of a locally varying wave 
speed distribution. 

 
While in traditional acoustic tomography the number of available ray paths and thus, the 

depth of coverage is limited by the number of actuators and receivers, in AE tomography hun-
dreds or thousands of AE events are typically available. Therefore, a relatively small number of 
sensors, e.g. N = 8 or less, can be compensated by picking a correspondingly larger number of 
AE events. Of course, the locations of AE events are usually restricted to some active areas like 
damage zones leading to a more or less non-uniform coverage of rays. However, the large num-
ber of rays should also compensate for this inhomogeneity to some extent. Moreover, imaging of 
the immediate vicinity of damage zones is of high practical interest and in these zones, an ex-
tremely high depth of ray coverage and thus, a high spatial resolution of the tomographic image 
should be achievable. 
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Another important advantage of AE tomography compared to traditional AE testing is con-
nected with the use of “unwanted” AE events. For example in an aircraft usually the majority of 
AE events is produced by sources of interference like joints and great effort is required to sepa-
rate these unwanted signals from wanted signals generated by cracks or other defects. In AE to-
mography, these unwanted sources can also be used for tomographic imaging provided that they 
can also be treated as transient point sources. While traditional AE analysis provides information 
about the location of active AE regions, AE tomography visualizes both, active and non-active 
regions of the specimen. Therefore, acoustically “passive” defects in the structure can also be 
identified in principle. 

 
The list of advantages of AE tomography as described above is by no means complete. Since 

AE events can also be produced artificially, e.g. by pencil-lead breaks or hammer impacts at the 
surface of a specimen, new paradigms in acoustic NDT tomography in general are imaginable as 
explained in somewhat more detail in the outlook.  

 
At the end of this section it is important to point out that AE tomography represents a purely 

algorithmic extension of traditional AE analysis using exactly the same raw data, i.e. no addi-
tional expenses concerning data acquisition are necessary in general.  
 
5. AE Tomography with Numerical Data  
 

In order to demonstrate the physical soundness of AE tomography, numerical AE data sets 
calculated by the elastodynamic finite integration technique (EFIT, [4]) were used. For that pur-
pose, the cross-section of an existing concrete specimen (440 × 440 mm2) with steel reinforce-
ment and tendon duct was chosen (see Fig. 2 and [5]). The specimen was used for fatigue tests 
and was assigned for AE measurements as well. 

 
The cross section in Fig. 2 shows four steel reinforcement bars with diameters of 22 mm in 

the corners (cP = 5900 m/s, cS = 3200 m/s, ρ = 7820 kg/m3) and an ungrouted polyethylene ten-
don duct with inner diameter of 100 mm and a wall thickness of 3 mm in the middle of the model 
(cP = 2300 m/s, cS = 1200 m/s, ρ = 950 kg/m3). 16 sensors were placed at the outer surfaces of 
the specimen using a distance of 11 cm to each other. In this first step the concrete matrix was 
approximated as homogeneous background medium (cP = 3950 m/s, cS = 2250 m/s, ρ = 
2050 kg/m3), the sensors as point detectors. Moreover idealized isotropic AE sources were real-
ized, generating P-waves only. As shown in [5] these simplifying assumptions can easily be 
dropped and more realistic models including aggregates, pores, grouted tendon ducts filled with 
mortar and steel strands as well as AE sources with more realistic crack mechanisms can be 
simulated in further investigations but are omitted here. 

 
A total of 40 AE events with random locations inside the model (but restricted to the concrete 

matrix) were calculated by the numerical EFIT code. Figure 3 exemplary shows the wave front 
snapshots of six AE events taken at a time of 25.3 µs after source excitation in each case. The 
pictures clearly show the interaction of the pressure waves with tendon duct, steel reinforcement, 
and outer surfaces of the specimen, respectively. The normal components of particle velocity 
were calculated at the individual sensor positions shown in Fig. 2. After that, the first-arrival 
times of the time-domain signals were determined by using an automated picking algorithm 
based on the Hinkley criterion [6]. These arrival times then served as input for the AE tomogra-
phy algorithm called AE-TOMO. 
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The ray coverage due to the 40 AE sources is shown in Fig. 4. A total of 40 × 16 = 640 rays 
was used for AE tomography. Due to the random locations of the AE events a more or less uni-
form coverage of the model was reached. Only the corners are not covered. It can also be seen 
that the steel cable in the bottom left corner is covered less than the remaining three cables due to 
a lower density of AE events in this region. 

 
Since the locations of all AE events in the simulation are exactly known, the accuracy of the 

traditional localization algorithm as described in Section 2 can be evaluated and compared with 
the AE-TOMO algorithm. Since the traditional algorithm uses a homogeneous background me-
dium, the results strongly depend on the chosen P-wave velocity of the matrix as shown in Fig. 5. 
In this case, a minimum source location error of ± 2 mm is reached at cP ≈ 3930 m/s.    

 

 

 
 

Fig. 3  Wave front snapshots of six different AE events. 
 

 
 

Fig. 4  Ray coverage of the model according to 40 AE events and 16 sensors. 
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If the mean effective wave speed varies in the range of a few percent – which is the typical 
inaccuracy in experimental measurements – the mean error of source location increases by a few 
hundred percent as can be seen in Fig. 5. Deviations of only 3-4% in acoustic P-wave speed (≈ 
3930 ± 150 m/s) lead to an increase of source location error by 300-500% (from 2 mm at the 
minimum up to 6 and 10 mm, respectively). In order to avoid this problem, the wave speed could 
be incorporated as a further unknown into the traditional localization algorithm. However, our 
investigations revealed that in this case the minimum error of source location amounts to about ± 
4.5 mm which is significantly larger than that obtained by the normal localization algorithm with 
constant wave speed (±2 mm). Moreover, the enhanced algorithm turned out to be numerically 
less stable. The results of both localization algorithms are summarized in Table 1 and compared  
 

 
 
Fig. 5  Mean error of source location as a function of matrix wave speed as obtained by the 
traditional (normal) localization algorithm.  

Table 1  Results for normal localization, enhanced localization, and AE tomography. 
Normal localisation

(homogeneous matrix);
Unknowns: x,y,(z),t

Enhanced localisation
(homogeneous matrix);
UnknownsÊ: x,y,(z),t,cP

Acoustic emission
tomography

(heterogeneous matrix);
Unknowns: x,y,(z),t,

cP(x,y,z)
Mean residual 0.71 µs 0.72 µs 0.12 µs
Minimum residual 0.42 µs 0.42 µs 0.04 µs
Maximum residual 1.17 µs 1.14 µs 0.35 µs

Mean source
location error

2.20 mm 4.54 mm 0.90 mm

Minimum source
location error

0.31 mm 0.17 mm 0.10 mm

Maximum source
location error

4.98 mm 10.0 mm 3.82 mm

Mean source
time error

0.25 µs 1.41 µs 0.11 µs

Minimum source
time error

0.04 µs 0.01 µs 0.001 µs

Maximum source
time error

0.53 µs 4.25 µs 0.43 µs
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with the results of AE tomography. The spatial coordinate z is given in parentheses since the  
underlying problem is effectively 2-D. For the normal localization the values at cP = 3950 m/s 
are listed (compare Fig. 5). 

 
The results for AE tomography, obtained by the model in Fig. 4 (40 AE events, 16 sensors), 

are significantly better than for the traditional algorithms since heterogeneity of the medium is 
taken into account.  Moreover, each new AE event leads to a better approximation of the spatial 
velocity field and thus, also to a better localization of the preceding AE events. Therefore, in-
creasing the number of AE events in AE tomography improves the overall accuracy of localiza-
tion while traditional localization of AE events is performed independently from each other, i.e. 
the mean error is more or less independent from the number of AE events.    
 
                        0 iterations                                 5 iterations                                 10 iterations 

 
                                                 15 iterations                               20 iterations 

 
 
Fig. 6  Tomographic images of the model after 0, 5, 10, 15, and 20 iterations of the AE-TOMO 
algorithm (28 × 28 pixels with anti-aliasing).  
 

Figure 6 shows tomographic images after 0 (homogeneous start model), 5, 10, 15, and 20 it-
erations of the AE-TOMO algorithm obtained at the model from Fig. 4 (40 AE events, 16 sen-
sors). One can see that after about 10-15 iterations the wave speed model becomes more and 
more stable. The steel reinforcement cables with locally increased wave speed (red color) in the 
corners as well as the ungrouted tendon duct with effectively decreased wave speed (blue color) 
in the middle of the model are clearly visible. It is obvious that the reconstruction of the steel 
cable in the bottom left corner is worse than for the remaining three cables, which is most likely 
caused by the worse ray coverage as shown in Fig. 4. 
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Figure 7 shows the influence of the number of AE events on the tomography result (after 
20 iterations in each case). The corresponding pictures represent the wave speed model using 5, 
10, 20, 30, and 40 AE events for tomographic reconstruction. If the number of available sources 
and thus, the number of rays is increased the model becomes better and better. However, similar 
to Fig. 6 a saturation behavior can be observed if the ray coverage of the tomography cells 
reaches a certain level. A further increase of the number of rays would not automatically improve 
the quality of the image if we keep the number of tomography cells constant. Instead we could 
increase the number of cells and thus, the spatial resolution of the tomographic image. With typi-
cal numbers of AE events in the range of hundreds or thousands image resolutions that can never 
be reached with traditional acoustic tomography seem to be possible. 
 
                    5 AE events                                 10 AE events                               20 AE events 

   
                                               30 AE events                               40 AE events 

  
 
Fig. 7  Tomographic images of the model using 5, 10, 20, 30, and 40 AE events for reconstruc-
tion (28 × 28 pixels with anti-aliasing).  
 

However, as can be seen in Figs. 6 and 7 there are still some artifacts in the tomographic im-
ages most likely caused by the simple straight-line approximation of the ray model. Due to the 
large differences in acoustic impedance between the matrix and the scatterers (steel reinforce-
ment and ungrouted tendon duct, respectively) this straight-line approximation is not sufficiently 
fulfilled in the present case. Thus, taking diffraction and refraction effects with curved ray paths 
into account should lead to significantly improved images in the future.  

 
Another reason for some of the artifacts is the non-uniform ray coverage of the model lead-

ing to large differences in the number of rays passing through the equally sized tomography 
cells. As a consequence, working with adaptively sized tomography cells should lead to a more 
even ray density per cell and thus, to a better tomographic image.   
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6. Summary and Outlook 
 

In the present paper it has been shown that AE tomography represents an important im-
provement of traditional AE analysis leading to significantly better localization of AE events due 
to consideration of heterogeneous media. The method leads to a new imaging technique where in 
addition to the source positions the volume of the specimen is visualized in terms of a locally 
varying wave speed distribution.  

 
Apart from that, AE tomography has self-contained relevance since in the traditional sense 

“unwanted” AE events can be used for tomographic imaging, too. Moreover, structural elements 
and acoustically “passive” defects can also be visualized. Finally, also AE events artificially 
generated, e.g. by pencil-lead breaks or hammer impacts at outer surfaces of the specimen can be 
used for tomographic imaging. Thus, it seems that in many cases traditional acoustic tomography 
with fixed and inflexible ray coverage could be replaced by adaptive AE tomography where to-
mographic inversion takes place on a ray-by-ray or rather an event-by-event basis. Based on the 
previous iteration the investigator could interactively decide if and where a higher resolution of 
the tomographic image is necessary and consequently, where the next AE event should be placed 
manually. 

 
As has been shown in the discussion of the tomographic images in Figs. 6 and 7, there is still 

much room for improvements of the underlying algorithms. Varieties of algebraic reconstruction 
techniques using curved ray paths should be tested for applicability in AE tomography in the 
future. Also the development of transform based tomography algorithms similar to the filtered 
back-projection algorithm seems to be worthwhile. Moreover, since in nondestructive evaluation 
strong scatterers are typical, the development of algorithms for AE reflection tomography (e.g. 
filtered back-propagation or synthetic aperture focusing technique, SAFT [7]) should be consid-
ered. 

 
So far, the physical soundness of AE tomography has been shown by idealized numerical 

data only. In the future, more realistic models including heterogeneity of the concrete matrix and 
more complicated crack mechanisms will be investigated. Real measurements on concrete beams 
(using pencil-lead breaks as AE sources) and aluminum plates (using Lamb waves for tomogra-
phy) are under way in order to verify AE tomography experimentally. Based on the results ob-
tained so far it can be expected that AE tomography has great potential for future applications 
offering totally new perspectives for AE imaging and acoustic tomography in general.  
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Abstract 
 

Cu-Al-Ni shape memory alloy exhibits a super-elasticity that shows perfect recovery of plas-
tic deformation. The super-elasticity used in this study results from a perfect reversible marten-
sitic transformation. AE behavior during the stress-induced martensitic transformation has been 
investigated using two types of specimens of Cu-Al-Ni shape-memory alloy single crystal, each 
of which have different stress concentration factor. The rise time of martensitic transformation in 
the early stage during tensile deformation was evaluated using a wavelet transform analysis in-
stead of the frequency-domain slope method of whole waveform. Shorter rise time of AE wave-
form was found in the early stage and associated with the nucleation of the martensite regardless 
of the specimen shape.  
 
Keywords: Cu-Al-Ni, shape-memory alloy, martensitic transformation, rise time, AE waveforms, 
FFT, wavelet transform 
 
1. Introduction 
 

Martensitic transformation is known as a transient shear process in materials. The kinetic 
property of the transformation must give important information to study the nature of the trans-
formation [1]. In general, the martensitic transformation proceeds both by nucleation and growth 
of martensite plate [2]. The kinetics of the martensitic transformation phenomenon has been 
measured using transient electrical resistance change in Fe-Ni alloy [3], magnetic permeability 
change in Fe-Ni alloy [4] and AE method in austenitic stainless steel [5, 6]. These results have 
two shortcomings to explain the kinetic behavior of individual martensite plates. One is that 
those included the constraints due to grain boundaries because materials used were polycrystal-
line. Another is that those could not distinguish between the nucleation and growth of martensite 
plates because of difficulty of in-situ measurement. 

 
In this paper, the kinetic properties of the stress-induced martensitic transformation in two 

types of specimens of Cu-Al-Ni shape-memory alloy single crystal were investigated using AE 
waveform generated in the early stage during tensile deformation. The AE waveform analysis 
where the rise time of each martensitic transformation can be obtained due to the fre-
quency-domain slope method has been already conducted in the previous papers [7, 8]. However, 
the rise time was modified due to a wavelet transform in the finite specimens because the analy-
sis can be used only in infinite elastic media. The martensitic transformation used in this study is 
the ß1(DO3 structure)⇔ß1’(18R structure) transformation which can be observed by an optical 
microscope during tensile deformation at room temperature. Therefore, the kinetics of martensite 
plates such as nucleation and growth was examined in detail. 
 



2. Experimental Procedures 
 

Material used was a Cu-14.1mass%Al-4.1mass%Ni alloy for stress-induced martensitic 
transformation. It was melted in argon in a high-frequency induction furnace and cast into a 
plate-shaped copper mold. After casting it was put into a graphite mold. An oriented single crys-
tal of the Cu-Al-Ni alloy was grown using a seed crystal with the Bridgman method at a speed of 
32 mm/h. They were solution-treated at 1273 K for 1 hr. and then quenched into water at room 
temperature in order to keep the ß1 matrix phase (Ms = 250 K, Af = 280 K). Two kinds of speci-
mens which consist of smooth (specimen No. 1, gage size: 12 x 4 x 1.8 mm) and two-side 
90˚-notched (specimen No. 2) specimens to examine the effect of stress concentration on mart-
ensitic transformation dynamics were formed with an electric-discharge machine. These were 
polished mechanically and then electro-polished in a solution of phosphoric acid saturated with 
chromium trioxide. The stress concentration factors in these specimens were 1.01 and 2.65, re-
spectively. The orientation of the single-crystal specimen was determined by the back-reflection 
Laue method. The specimen had the surface orientation of (001) and [100] tensile direction, re-
spectively. Tensile test was carried out with a screw-driven testing machine at a strain rate of 5.6 
x 10-5 s-1. Surface appearance during tensile test was observed and photographed microscopically 
by an optical microscope. 

 
AE measurements were performed using 2-channel AE monitoring system (PAC: MIS-

TRAS-2001). The AE signals were detected by two wideband AE transducers (M5W) that were di-
rectly attached on the grip part of specimen with fast-curing glue. The distance between two trans-
ducers was 20 mm. Detected AE signals were amplified by a 60 dB preamplifier with a band-pass 
filter of 0.1 to 1.2 MHz. AE events and the peak amplitude were obtained and the waveforms re-
corded. Threshold level was 50 dB, which corresponded to 316 µV at the preamplifier input. 
 
3. Results and Discussion 
 
3.1 Stress-elongation curves and surface appearances during loading and unloading  

Relations between load and elongation, in the smooth and notched specimens, during loading 
are shown in Fig. 1 including typical surface appearances under the stress condition indicated by 
arrow. All the specimens exhibited super-elasticity and perfectly recovered the matrix phase after 
unloading due to low Af temperature of the material. The nucleation in both specimens was rec-
ognized to start in the elastic region or in the early stage of the tensile deformation. 
 
3.2 AE activity under the different stress conditions 

The AE activities were explained in detail in the previous paper [9]. Less number of AE events 
in the smooth specimen were detected than those in the notched specimen, but higher amplitude in 
the smooth specimen.  It means that the AE activity is related to nucleation and growth of large 
and not many martensite plates in the smooth specimen and to only nucleation of small and many 
martensite plates in the notched specimen according to these surface appearances in Fig. 1. Here, 
surface appearance at each stress condition indicated by arrow. If the given plastic strain is almost 
only performed due to the martensitic transformation, it is considered that an amount of transfor-
mation is proportional to the given plastic strain energy. So effect of specimen volume on AE ac-
tivity has been examined with all the specimens given the same plastic strain energy per unit vol-
ume and an amount of transformation changed by the specimen volume. Total AE event counts 
tend to decrease with an increase of the specimen volume. There is no specimen volume effect. 
Therefore, AE activity does not seem to depend on all the martensitic transformation of material 
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 (a)

 

(b) 
Fig. 1 Load-elongation curves during loading with surface photographs; (a) Smooth (b) Notched.
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(a) 

 (b) 
Fig. 3  A typical example of (a) wavelet transformation of a detected waveform and (b) the fre-
quency spectrum of the first arrival waveform at 20 µs from the starting point. The estimated rise 
time was 0.604 µs. 
 

The rise time distributions obtained during loading and unloading in both specimens are shown 
in Fig. 4. The waveform analysis was performed in the early stage during tensile deformation 
where the maximum elongation was 0.4 mm. The rise time distribution during loading was 
broader than that during unloading regardless of the specimen shape. Especially no AE wave-
form with the rise time of less than 0.5 µs existed during unloading. The shorter rise time is con-
sidered to be associated with the nucleation of the martensite plates in a single crystal with less 
constraint for the martensitic transformation [10], so the same number of waveforms with the 
rise time of less than 0.5 µs were included during loading in both specimens with the different 
shapes under the different stress conditions. If the nucleation speed is assumed to be 1000 m/s 
[8], the initial scale of martensite plate during loading is likely to be of the order of several hun-
dreds µm.  On the other hand, there was the asymmetry of AE event counts detected between 
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loading and unloading. That is to say, AE event counts during unloading enhanced those during 
loading as shown in Fig. 4. It is expected that the reverse transformation is easy to nucleate or 
operate because of the strain energy stored during loading. The nucleation is important to explain 
the asymmetry between loading and unloading, because the rise time distribution during unload-
ing was at higher level than that during loading. These results show that AE research can play an 
important role in understanding martensitic transformation. 

 
(a) ) smooth specimen. 

 
(b) notched specimen. 

Fig. 4  Rise time distributions during loading (left) and unloading (right) . 
 
4. Conclusions 
 

AE behavior during stress-induced martensitic transformation of Cu-Al-Ni shape-memory 
alloy single crystals that exhibit super-elasticity has been investigated using the smooth and 
notched specimens. Results obtained are as follows: 
(1) There was no effect of specimen shape on acoustic emission activity. 
(2) Time-dependence of AE activities that consisted of the AE event counts, the amplitude and 
the waveforms in the smooth specimen were different from those in the notched specimen be-
cause of different stress concentration. 
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(3) AE method is effective in evaluating such kinetic processes such as nucleation and growth of 
martensitic transformation. 
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Abstract 
 

Currently in the United Kingdom there are over 100 bridges containing hinge joint compo-
nents, introduced to simplify and standardise designs. Visual inspection of hinge joints noted 
bridge deck waterproofing failure, which can cause steel reinforcement bar corrosion. This rein-
forcement is crucial to the integrity of the joint, and the loss of reinforcement section can induce 
higher stresses leading to eventual failure by yielding.  The Transport Research Laboratory cre-
ated a model of two hinge joint assemblies typical of those found in reinforced concrete slab 
bridges. The model had notched reinforcement bars at the hinges. The aim of this investigation 
was to determine the effectiveness of the acoustic emission (AE) technique in detecting and lo-
cating the cracking of concrete at the throat.  AE sensors were attached to the steel reinforcement 
bars using waveguides and to the concrete face of the model. The model was statically loaded 
until failure. To allow the visual inspection and logging of concrete cracking around the throat, 
the load was applied in stages with a brief hold period between each stage.  AE results showed 
that it was possible to identify and locate cracking of the concrete around the throat and that this 
technique needs to be further evaluated on bridge structures under live loading. 
 
Keywords: Acoustic emission, bridges, concrete hinge joints 
 
1. Introduction 
 

Concrete hinge joints were introduced into bridge decks as a means of simplifying the de-
sign, and standardising details on bridges having a range of span and functional requirements. It 
is thought that the hinge joints transfer shear and accommodate small angular movements but 
restrict longitudinal movement (Wilson, 1995). The hinges also enabled the bridges to cope with 
possible differential settlement. The disadvantages with hinge joints are that they are not easily 
accessible for inspection or maintenance due to their form and their location over or under live 
traffic lanes.  

 
Previous attempts to investigate the deterioration of hinge joints by visual inspection, which 

involves the removal of structural concrete around the joint to expose the reinforcement bars, 
have noted particular defects; the majority have cracks running through the throat and a loss of 
waterproofing. Waterproofing failure can lead to chloride-rich seepage through the joint that can 
cause reinforcement bar corrosion leading to eventual failure. 

 
The Transport Research Laboratory (TRL) created a model, of two hinge joint assemblies. 

The model created was part of a larger testing programme commissioned by the Highways 
Agency to investigate the behaviour of the hinges under load (Daly, 2004). The hinge joint 
model is typical of those found in reinforced concrete slab bridges. The model reinforcement was 
notched at the hinge to ensure failure of the steel reinforcement. The investigation presented here 
reports the results the effectiveness of the acoustic emission (AE) technique in detecting both  
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damage in the steel reinforcement and cracking of concrete at the throat in the notched hinge 
joint model.  
 
2. Experimental Procedure 
 

The hinge joint specimen was restrained as shown in Fig. 1 and loaded using a hand-operated 
hydraulic actuator. Load was measured using a load cell and the vertical displacement of the cen-
tre span was measured using a displacement gauge. The model was loaded in 10 kN intervals to 
125 kN followed by 15 kN interval to 290 kN and then 0.5 mm increases in deflection until fail-
ure.  Following each load step there was a brief hold period to log cracking of the concrete. The 
position of the crack tip and the respective load was marked on the beam. 

 

 
Fig. 1  Test specimen and instrumentation. 

 
Nine AE sensors operating in the 70-300 kHz frequency range were attached to the internal 

reinforcement bars of the model (sensors 1-9). The sensors were attached via waveguides with 
grease as a couplant. Prior to casting of the concrete a hole suitable for 5 mm studding was 
drilled and tapped into the reinforcement bar at the required positions. The studding was screwed 
into the hole and cut so the studding finished above the surface allowing a waveguide to be at-
tached. This type of connection allows signals emitted from the steel to travel directly to the sen-
sors. Three low-frequency sensors operating in the 20-50 kHz range (sensors 10-12) were used to 
evaluate the cracking of the concrete. Steel pieces were bonded to the concrete using a two part  
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hardening system, enabling magnetic clamps to hold the sensor in place. Grease was used as an 
acoustic couplant. The concrete sensors were attached on the opposite side of the beam to the 
waveguides.  

 
Sensor response, attenuation and signal location were evaluated using the pencil-lead fracture 

(PLF) technique. Signals resulting from the PLF adjacent to each sensor were recorded to evalu-
ate response. To assess attenuation a PLF adjacent to sensor 1 was recorded on all other sensors. 
Location of signals from the concrete using sensors attached to steel reinforcement was evalu-
ated using PLFs at the centre of each joint. The specimen was monitored for the entire loading at 
a threshold of 35 dB on the sensors attached to the steel and 45 dB on the sensors attached to the 
concrete. (0 dB = 1 µV) Waveforms over 65 dB were recorded. Time marks were logged within 
the data to signify the start and finish of each load step increment.  
 
3. Results and Discussion 
 

The response of all sensors to PLFs adjacent to the sensor was above 97 dB. This demon-
strates that all sensors were attached correctly. The responses to a PLF at sensor 1 as recorded by 
sensors 1, 2 and 3 were 97 dB, 78 dB and 43 dB, respectively. This suggests that the location of 
signals from the steel reinforcement at the hinge will be possible as the loss of signal between 
sensor pairs is relatively low. Figure 2 shows the results of the PLF test to establish the accuracy 
of the time-of-arrival location method using sensors attached to the steel reinforcement to locate 
concrete damage. These results indicate that the location of damage in the concrete using the 
steel mounted sensors will be possible but has an error of 200 mm.  

 
Details of the load and direction of concrete cracking based on post-test photographs are pre-

sented in Fig. 3.  Figure 4 shows the AE activity of the joints as recorded by the steel mounted 
sensors in terms of the amount of energy detected on all sensors. The plots show that higher lev-
els of energy were recorded during the loading periods compared with the hold periods (hold pe-
riods are shaded), showing that AE is detecting the damage occurring during each load stage.  
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Fig. 2  Location of pencil lead fractures from centre of each hinge joint. 
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Fig. 3  Location and direction of cracks with respective loads. 

 

 
Fig. 4  Energy detected and located from reinforcement mounted sensors. 
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as a result of the failure. This cannot be validated currently as it would require the removal of 
concrete from the bars.  

 
Figure 8 shows the energy recorded during the monitoring of the model by the concrete sen-

sors. The plots again show that higher levels of energy were recorded during the loading periods 
compared with the hold periods (hold periods are shaded), showing that AE detects the damage 
occurring during each load stage. The concrete sensors did not record the total duration of the 
test as surface cracking of the specimen caused the failure of the hardening compound under the 
clamps, dislodging the central sensor. 

 

 
 

Energy 
(aJ) 

Time (s)

Fig. 8  Energy detected and located by the concrete mounted sensors. 
 

From Fig. 9, showing location of signals recorded by concrete mounted sensors in the 0-50 
kN loading stages, the initial cracking at Hinge “1” is detected at the load at which it was first 
seen (50 kN). However the cracking at Hinge “2” is detected prior to visual observation. Note 
that emissions are detected at locations not included in Fig. 3 as the sensors detect damage in the 
concrete throughout the model and not just surface cracks logged. 

 
The disadvantage with hinge joints is that they are not easily accessible for inspection or 

maintenance due to their form and their location over or under live traffic lanes. Results reported 
in this paper shows that the damage of concrete as it occurs in model hinge joints can be identi-
fied using sensors attached to the structure using waveguides or surface mounted sensors. The 
use of surface-mounted sensors does not further damage the structure and can be implemented 
during night closing of motorway. It is then possible to monitor a structure under normal loading 
conditions avoiding further bridge closures during heavy traffic periods.  
 
4. Conclusions 
 

This trial shows that it is possible to detect and locate concrete cracking in concrete model 
hinge joints using sensors attached to the steel reinforcement bars and sensors attached to the 
concrete surface 
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Abstract 
 

This study presents the application of an automated moment tensor analysis procedure on 
microcracks, which were generated during a triaxial compression test of a cylindrical rock salt 
specimen (diameter 150 mm, length 300 mm). The acoustic emission (AE) signals were detected 
in a frequency range between 20 kHz and 1 MHz using 12 AE sensors mounted on the surface of 
the specimen cylinder.  The moment tensor analysis was applied to about 30,000 events, which 
were precisely located using at least 16 P- and S-wave arrival times. For more than 40% of these 
events, i.e. approximately 12,500 events, stable moment tensor solutions could be evaluated us-
ing the first motion of the P-wave radiation patterns. Most of the evaluated events showed sig-
nificant isotropic source components, which are in good agreement with dilatation of rock during 
compressional loading. The majority of the events were caused by tensile opening, which leads 
to dilatation of the rock. The tension (T) axes, which are normal to the crack plane of these ten-
sile microcracks, were predominantly oriented in radial direction of the cylindrical specimen, 
perpendicular to the maximum principal stress, which is in axial direction. The direction of the 
tensile opening calculated by the moment tensor evaluation coincides very well with the direc-
tion of the minimum principal stress.  The applied collapsing method discovers cellular struc-
tures with a cell size in the range of a few cm. However, it seems that the events occur only in 
zones where the cell interfaces are favorably oriented in the stress field. These events are attrib-
uted to cracking at grain interfaces, which occur in rock salt under very slow creep loading above 
the dilatancy boundary. 

 
1. Introduction 
 

The scope of this work is to determine mechanisms of acoustic emission (AE) events, which 
were recorded during a compression test of a rock salt specimen under confining pressure. In 
analogy to earthquakes, AE sources (like microcracks) radiate elastic energy. Consequently, it is 
possible to investigate them by similar techniques as used in seismology. In other words, the 
mechanisms of earthquakes and AE sources are in principle the same, in spite of the fact that 
strengths and frequencies differ by orders of magnitude (Eisenblätter, 1980). Therefore, it is pos-
sible to apply the moment tensor method, which describes mechanisms of general seismic 
sources, to these events whose frequencies range between 20 kHz and 1 MHz. The moment ten-
sor method was introduced into seismology by Gilbert (1970). A review about several applica-
tions of AE measurements in rock mechanics studies is given in Manthei et al. (2000). 

 
In principle, two methods are in common use in source mechanism studies. In earthquake 

seismology, the classical method is the fault-plane solution method. This method uses polarities 
and ray directions of the P-wave to constrain possible double-couple (DC) fault-plane solutions 
and requires very good sensor coverage of the focal sphere. The fault-plane solution method as-
sumes pure shear slip along the fault plane, which is realistic for tectonic earthquakes. Therefore, 
the fault-plane solution method is especially adapted to the situation of tectonic earthquakes 
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within the earth where volume changes normally cannot occur. On the contrary, in the case of 
laboratory investigations on rock specimens under uniaxial or triaxial compressional load, vol-
ume changes in the source play an important role. This fact was confirmed in many laboratory 
experiments on rock samples under compressional stress conditions. The experiments figured out 
that microcracking leads to a non-reversible increase of the rock volume, which is called dila-
tancy (Brace et al., 1966, Scholz, 1968a, Lockner et al., 1977, Hunsche et al., 1999, Alkan et al., 
2002). Dilatancy can be explained as volume expansion, which is caused by tensile opening. 

 
In contrast to the fault-plane solution method, the more complex moment tensor method is 

capable to describe sources with isotropic components like tensile cracks as well as deviatoric 
sources like shear cracks or a mixture of both source types. The isotropic source components can 
be easily obtained using the isotropic part defined as one-third of the trace of the moment tensor. 
With the moment tensor method the source mechanisms are estimated in a least-square inversion 
calculation from amplitudes of the first motion as well as from full waveforms of compressional 
(P) and shear (S) waves which require additional knowledge about the transfer function of the 
medium (the so called Green's function) and sensor response. In this paper we would like to 
demonstrate the application of the moment tensor method to analyze automatically thousands of 
AE events. The automatic procedure is separated into source location, data extraction, and stabil-
ity check of the inversion calculation. 

 
2. Theory 
 

In the following, a short description of the theory of moment tensor representation for point 
sources in homogeneous media will be given. A detailed description of the theory and general 
properties of moment tensor is given in the textbook of Aki and Richards (2002) and in the stu-
dent's guides of Pujol and Hermann (1990) or Jost and Hermann (1989). 

 
The n-component of observed displacement at an observation point specified by coordinates 

 and time t is given with the moment tensor representation of a seismic point source as: xr
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In this formula un is the displacement (n = 1…3), Mpq the seismic moment tensor, Gnp the Green's 
function tensor, and xr ξ

r
are space coordinates. Equation (1) can be used to describe the excita-

tion of a source in a material where the forces and its moments in the source region must be self-
equilibrating. In the case in which each of the components Mpq. shares the same source-time 
function S(t), Equation (1) becomes in the far field 
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The asterisk denotes the convolution in the time domain and  is the time derivative of the 
source time function. In the ray-theoretical limit, the Green's function tensor in source equation 
(2) can be further simplified. For this purpose, we introduce a local coordinate system with ori-
gin at the source location. The azimuth angle ϕ (angle in horizontal plane) is measured clockwise 
from north and θ is the angle between the normal vector of the horizontal plane and radius vector 
between source and sensor positions (Aki and Richards, 2002). The n-component of displace-
ment of the P-wave is: 
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3. Ex
 

The experiment on the cylindrical salt rock specimen (diame
fr

Fig. 1 Geometry of the rock salt specimen and loca-
tion of AE sensors positions. 

ste Disposal Technology and Geomechanics at the Technical University of Clausthal, Ger-
many. A triaxial hydraulic loading system was used for the test, which contains the hydraulic cell 
where cylindrical rock samples covered by a viton sleeve are subjected to high hydraulic pres-

sure up to 75 MPa and additional axial 
force up to 2,500 kN (Lux, et al. 2000). 
During the test the axial displacement 
and axial force, the radial pressure, and 
the volume change (dilatancy) of the 
specimen can be measured and displayed 
on-line on the screen of the computer. 
The digitized data are stored every five 
seconds on the hard disk. The pore vol-
ume of the specimen corresponds to the 
change of oil volume in the triaxial cell, 
which is measured using a double acting 
measuring hydraulic cylinder. The accu-
racy of the dilatancy measurement is 
about 0.0025% of the total volume 
within the load cell. At the beginning of 
the test the specimen was compacted for 
16 hours over night under isotropic 
stress conditions at a pressure of 20 MPa 
in order to close open fractures at the 
surface of the specimen, which were 
eventually caused by manufacturing of 
the sample. After the compaction phase 
the test was performed applying a con-
stant axial displacement rate of 0.15 mm 
per minute and a radial pressure of 5 
MPa. 
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Fig. 2 Event originating from the lower half of the specimen. The onsets of the picked and calcu-
lated first (P-wave) and second (S-wave) arrivals are marked by ticks above and below the signal 
trace, respectively. 
 

The AE sensor arrangement is shown in Fig. 1. Stiff strain gauge glue was used to fix the 
sensors to the surface of the boreholes. The AE measuring system includes three four-channel 
transient recorder cards in a personal computer. The transient recorder cards (sampling rate 10 
MHz, resolution 14 bit, storage capacity 512 kByte per channel) were read each time when at 
least two channels were hit. The digitized signals were stored on the hard disk of the personal 
computer. The overall duration of the test was about 4.3 hours. 

4. Source Location 
 

During the experiment about 64,000 events were recorded by more than five channels, 90% 
of these were locatable. At about 21 mm axial compression most of the sensors were damaged or 
the measuring cables were ruptured due to the high deformation. Therefore, after this point a 
three-dimensional location was no longer possible. 

 
The location of the events was made off-line after the test. As the signals showed a surpris-

ingly good signal-to-noise ratio (Fig. 2), automatic location was possible. The location procedure 
starts with low-pass filtering of the signals at a corner frequency of 500 kHz. After filtering, all 
signals showing a signal-to-noise ratio greater than 5 were taken into consideration for source 
location. In the first step, events with at least five P-wave arrival times detected at a very low 
amplitude threshold of 2.5% of the peak amplitude were located. The location was considered 
valid if the location error was smaller than 5 mm. Otherwise the location was repeated twice. In 
the first variant the first hit channel was ignored and in the second variant the channel with the 
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greatest P-wave travel time residuum was ignored. The variant with smaller location error was 
kept. This procedure was repeated as long as the location error was smaller than 5 mm or less 
than five P-wave onsets were left for location. In the latter case the event was rejected. 

 
After source location using only P-wave arrival times, in the second step, the location proce-

dure was repeated using P- and S-wave arrivals. To this end, the onsets of the S wave were 
sought around the calculated P-wave arrival times. The trigger threshold for the S wave was cho-
sen in the interval between noise level after the calculated P-wave arrival and peak amplitude of 
the signals. The applied S-wave trigger threshold at 35% of the said interval is much higher than 
the P-wave threshold. Similar to the previous location using only P-wave onsets, the channel 
with the greatest S-wave travel time residuum was ignored. An event was rejected when the loca-
tion error was greater than 5 mm or less than eight P- and S-wave onsets had remained for loca-
tion. 

 
Figure 2 shows the automatically detected P-wave arrivals and S-wave arrivals, which are 

marked by ticks above the signal trace. The calculated onsets of the P- and S-waves at the vari-
ous channels (ticks below the signal traces) could be used to assess the quality of location. In this 
figure the angle of incidence, the peak amplitude, and the source-receiver distance are given at 
the end of each signal. 

 
In order to remove systematic location errors associated with picking errors and inaccuracy 

of assumed velocity we applied the joint-hypocenter determination (JHD) method (Douglas, 
1967, Frohlich, 1979). In this method, we can determine "station corrections" that account for the 

ctions are becoming small enough.  

tern is poorly known. Since our 
urce mechanisms of many events in an automatic procedure, we have made 

 further selection in such a way that only events with a good signal-to-noise ratio were consid-
ere

matic procedure for data extraction because 
inspection by eye is too time consuming for such a huge number of events. The data extraction 
pro

inaccuracies of the wave velocity along the travel path especially near sensor positions. The 
source locations are iteratively calculated involving corrections of onset times. These corrections 
are estimated as the mean residual at each channel before each iteration. The iteration process is 
inished when corref

 
5. Moment Tensor Evaluation 
 
5.1 Pre-processing and extraction of data 

We applied the moment tensor method to a selection of 15,526 events, which were located 
using at least fifteen P- and S-wave arrival times. Signals striking the sensors from behind were 
ignored in the evaluation. In this case the sensor radiation pat
goal is to estimate so
a

d. 
 
Input data for the moment tensor calculations are peak amplitudes and polarities of the first 

motion of the P-wave signal. We developed an auto

cedure involves the following steps: 
 
• Division of the signal amplitudes by the calibration factor of 335.1 V/(m/s) (the physical 

quantity measured by the sensors is supposed to be velocity). 
• Conversion of velocity signals into displacement signals by integrating the data in the 

time domain. 
• Band-pass filtering in the frequency range between 10 kHz and 500 kHz to remove high-

frequency noise and signal offsets which eventually occurs due to integration. 
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-
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Figure 3 shows windowed time traces 

ion calculations: 
 
• Data were corrected for the meas-

ured sensor directivity. 
• Considering geometrical wave at-

the north-east-down coordinate sys-

After the data treatment the over-determined 

 
• Cutting out traces using a defined 

time window of ±7.5 µs (151 sam

onsets. 
• Only traces with a signal-to-noise ra-

tio greater than 10 were considered 
for data extraction. 

• Determination of first crossing of a 
threshold level of 10% of the interval 
between peak amplitude within the 
7.5-µs time window and noise level 

• Determination of the P-wave first 
motion, which is the first minimum 
or maximum amplitude after the 
trigger point. 

aligned at the times of first motion of the P-
wave (ticks below the signal traces). It can 
be seen that the polarities of the P-wave first 
motion are in this case compressional at all 
channels. The following steps outline the 
treatment of data before moment tensor in-
vers

 
tenuation and damping (approxi-
mately –0.435 dB per 100 mm). 

• Transformation of the source loca-
tion coordinates and the normal vec-
tor components of the sensors into 

ligned P waveforms in a time window 

equation system (3) was solved for the six 
moment tensor components using singular-

tem. 
• Calculation of the coefficient matrix 

ank from Equation (3). 
•  

5 s around the automatically picked first 
 amplitude of the P-wave (m

value decomposition (SVD). 

s a ove the signal traces).  
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5.2 Case study of moment tensor evaluation 
In the following, the inversion method will b

whose signals are displayed in Fig. 2. The source
tion of the principal axes, which are obtained from
Fig. 4). The eigenvector of the largest eigenvalue 
eigenvector of the smallest eigenvalue give
eigenvector associated with the intermediate ei
axis. Note, that the P and T axes which are obt
coincide with the axes of maximum stress if 
plane. This is not the case if the motion takes
ciple, it is not possible to distinguish between
fault planes of weakness from the seismic radi
ments, for example, is necessary. Under consider
that P and T axes, which were found from seism
tion of stress. 

 
The inversion method as presented in this work 

the applied Green's functions are not appropriate 
rial, or the input data are inexact, or there is a la
locations are not accurate enough. These uncertain

e exem
 mechanis

 the ei
gives the T (or tensional) axis direction; the 
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genvalue g
ained from fault plane, only 

the mot  
 place on a pr

 motion on n
ation. Additi
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ic radiation t indicative of the direc-

may le
to describe the wave propagation in the mate-

rge variability in sensor coupling, or if the source 
ties 

ersion calculations. Other stability problems may o
ed in he focal sphere 
 P-wave first motion data. 

ncertainties lead to errors in the estimated source mechanisms. 
Therefore we applied a so-called Jackknife test (Efron et al., 1986). The Jackknife test is a suit

plarily applied to a data set of one event 
m is displayed by plotting the orienta-
genvalues of the moment tensor (see 

 co pressional) axis direction, while the 
ives the direction of the B (or null) 
 the motion on the 

ion takes place on a newly formed fault 
e-existing plane of weakness. In prin-
ew planes or motion on pre-existing 

onal knowledge from stress measure-
his kind of knowledge, it is assumed 
 are somewha

ad to biased estimates if, for instance, 

may lead to stability problems of the in-

ccur due to the small number of stations. An 
 Fig. 2 is good coverage of t

ife test and bootstrap analysis. 
Fig. 4  Position of the mean T, B, and P axes (big dots) and their confidence areas (marked 
by small dots) which were estimated by the Jackkn

v
advantage of the sensor arrangement as present
in all directions, which is essential for the use of

 
However, all mentioned u
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able test to check the influence of a single sensor onto the solution of the inversion calculations 
and

here each time the amplitude of one channel was removed from the input data set. 
The above-mentioned procedure (Jackknife test plus bootstrap analysis) was repeated for each 
new

display calculations without channels 5 to 8, and the plots in the third row display calculations 
without channels 9 to 12. The solution with the smallest width of the confidence area is obvi-
ously that without channel 10 (second plot in the third row), which consequently was excluded 
from the input data set in order to get stable solutions. 
 

In order to quantify acceptable principal-axes scattering we derived stability criteria on a set 
of 50 randomly selected events. Events were considered to be stable if the standard deviation of 
at least one of the three principal axes was less than 4°. Additionally the deviation between the 
observed and calculated first motion amplitudes must be less than 12%. lf these conditions were 
not true the event was rejected and not considered for interpretation. 

 
5.3 Influence of source type on extension of principal axes orientations 

In some cases the confidence area is primarily enlarged in a specific direction depending on 
the source mechanism. There is obviously a direct relation between the extension of the confi-
dence areas of the principal axes and the absolute values of the corresponding eigenvalues. For a 
pure double couple with two eigenvalues of equal absolute values the confidence areas of the T 
and P axes are similar. In the case of a pure tensile mechanism which has two equal eigenvalues 
having the same sign and a third eigenvalue of same sign but approximately three times as large, 
only the confidence area of principal axis which corresponds to the dominant eigenvalue (T axis) 
is fixed. For a purely isotropic source, the three eigenvalues are equal; the positions of the prin-
cipal axes are not determined and, therefore, their confidence areas extend over the whole focal 
s

the moment tensor (e1 
≥ e ≥ e3). ε is zero for a shear mechanism, approximately 0.37 for a tensile mechanism for elas- 
tic 

 to estimate their stability. As a means to visualize and quantify the scatter of principal axes 
orientations a bootstrap analysis (Efron et al., 1986) was used. For each event 250 moment tensor 
sets were generated by adding random errors to the moment tensor components within a confi-
dence level of 99%, i.e. within 2.35 standard deviations obtained from the Jackknife test. The 
eigenvectors of all 250 moment tensors were calculated and their directions P, B, and T were 
plotted as small dots in an equal-area projection onto the lower hemisphere. Figure 4 shows such 
a plot for the event of Fig. 2. The big dots in this figure represent the average direction of the 
principal axes. The two dotted concentric circles indicate plunge angles (measured from horizon-
tal direction downwards) of 30° and 60°. The figure shows that the T axis is nearly horizontal 
and its confidence area is fairly concentrated, whereas the overlapping confidence areas of the P 
and B axes form a broad strip which extends over the whole focal sphere in perpendicular direc-
tion to the T axis. The width of the confidence area is a measure of the stability of the solution. 
In the shown case, their width was not acceptable. Therefore, we looked for a more stable solu-
tion by trials w

 data set obtained in such a manner. 
 
The results of these tests are shown in Fig. 5 for the event from Fig. 2. The plots in the upper 

row display calculations without channels 1 to 4 (from left to right), the plots in the second row 

Under the assumption that we have found events with stable inversion solutions through limi-
tation of the confidence areas of the principal axes we can easily classify source mechanisms 
through the parameter ε = e2/max(|e1|,|e3|) where ei are the eigenvalues of 

phere. 
 

2 
parameters of rock salt, ±l.0 for an explosion and implosion mechanism, respectively, and 0.5 

for a compensated linear vector dipole (Knopoff et al. 1970). Figure 6 shows the histogram of ε 
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Fig

values of 12,562 events which fulfilled the required stability criteria. The distribution is shifted 
a pure tensile mechanism 

(ε  

 
wh

t

 

. 5  Positions of the mean T, B, and P axes (big dots) and their confidence areas (small dots) 
which were estimated by the Jackknife test and bootstrap analysis with excluded channels 1 to 4 
(plots at the first row), with excluded channels 5 to 8 (plots in the second row), and with ex-
cluded channels 9 to 12 (plots in the third row). 

 

to positive values with maximum at ε = 0.32 with tendency to values of 
= 0.37). 

 
5.4 Decomposition of the moment tensor 

According to the results of the eigenvalue analysis, the focus of the evaluation of source 
mechanisms is on volume change in the sources and orientation of the fracture planes. For this 
purpose we choose a general decomposition of the moment tensor, which is defined as: 
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ere tr(M) = m1 + m2 + m3 is the trace of the entire moment tensor and mi* = mi – 1/3·tr(M) 
are deviatoric eigenvalues. The first term describes the isotropic part of the moment tensor, 
which is important for quantifying the volume change in the source. The second term describes 
he deviatoric part of the moment tensor. The deviatoric part can be further decomposed. Various 

decompositions are possible. In the field of AE we choose a frequently used decomposition into 
double couple (DC) and compensated linear vector dipole (CLVD). Of course, the DC
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mechanism is a realistic one for microcracks. The CLVD mechanism raises the question: is this 
mechanism realistic for microcracks or not? In seismology, significant CLVD mechanisms can 
be found for deeper earthquakes or earthquakes with two or more sub-events at a complicated 
fractal geometry of the fault plane (Frohlich, 1994, Miller et al., 1998). 
 

 
Fig. 6  Histogram of the ε values calculated by the eigenvalue of the moment tensor. 

 
The combination of isotropic and CLVD components describes a tensile source. A pure ten-

sile source can be represented by setting the isotropic part as 79.6% (for elastic constants of rock 

In addition to the above mentioned decomposition, the source mechanisms can be quantified 
eignier et al. (1992) as the ratio of isotropic component 

and

The ratio varies from ion sources up to 100% for pure-explosion 
sources. A pure-shear failure m e-tensile mechanism is 
ndicated by R value 

salt) and the CLVD part as 100%. In a broader sense, CLVD source components can be inter-
preted as the deviatoric part of a tensile source in case of microcracks. 

 

using the R value which is defined after F
 sum of isotropic and deviatoric component: 

)7()(
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of approximately 67% for the elastic parameters of rock salt. 
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The volume change in the source can be estimated from the isotropic moment tensor MISO = 
(λ + 2/3µ)∆V (λ, µ are the Lamé’s constants), which is applicable to plane cracks with tensile 
source components (Müller, 2001). According this relationship the crack volume can be esti-
mated from the scalar moment MISO of the isotropic moment tensor as: ∆V = MISO/(λ + 2/3µ). 
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After Silver and Jordan (1982) the scalar moment M is defined as: 

,

3

1
∑

= j
je

M
6

=

where ej are the eigenvalues of the isotropic moment tensor. It should be noted that alternative 
definitions of the scalar moment were considered in literature (see Dziewonski et al., 1983, Sil-
ver et al., 1982, and Hudson et al., 1989). Bowers et al. (1999) compare various published defini-
tions of scalar moments, which were derived from the seismic moment tensor. They found dif-
ferences between seismic moments suggested by Silver and Jordan (1982) and Hudson et al. 
(1989) by a factor that varies between 1.2 and 0.8 (for a Poisson solid). 

6. Results of The Moment Tensor Calculations 

6.1 Effectiveness of automated evaluation procedures 
Table 1 presents the number of events, which were evaluated with various automatic proce-

dures. The table shows, that 57% of all 105 detected events were located using at least eight P- 
and S-wave arrivals times, 30% of all events were more precisely located using 16 arrivals at 
least. The source mechanism could be evaluated using the moment tensor method on about 15% 
of all events, and stable moment tensor solutions were obtained on 10% of the events. 

Table 1  Number of events which were obtained in automatic procedures such as registration 
of events up to moment tensor determination. 

Procedure Requirements Number of events 

Registration of events at least one channel was hit 105 (100 %) 

Source location 5.7·104 (57 %) at least eight P- and S-wave consis-
tent arrival times 

Precise source location at least 16 P- and S-wave consistent 
arrival times 3·104 (30 %) 

at least 10 clear discernible P-wave Moment tensor method first motions 1.5·104 (15 %) 

Stable moment tensor 
solutions 

at least 10 clear discernible P-wave 
first motions 1.25·104 (12.5 %) 

6.2 Source mechanism and source orientation 
As mentioned above, the m hod was applied to 12,562 events which fulfilled 

the required is exclusively concentrates on these events. In 
a m

d, stages with 
.2 MPa, from 

0.2

oment tensor met
 stability criteria. The following analys

ore detailed analysis the AE activity was divided in five successive stages of the test. At low 
axial stress up to 20.8 MPa the rock behaves nearly linear elastic. Above this axial stress the rock 
becomes dilatant. In the dilatancy region where most of the events were recorde
qual number of events were selected. The four further stages are from 20.8 to 30e

3  to 34.1 MPa, from 34.1 to 37.8 MPa, and from 37.8 to 44.1 MPa, respectively. Please note 
that the highest axial stress of 44.1 MPa does not correspond to the stress at fracture. The ulti-
mate axial stress is approximately 55 to 60 MPa. Above 44.1 MPa most of the AE sensor cables 
were ruptured due to the high deformation of the specimen and, therefore, the AE measurement 
has been stopped. 
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Fig. 7  At top: position of T axes marked by small dashes which are lying in the vertical x-z-
projection plane in five successive stages of loading. The black boxes are the contour of the 
specimen after reaching the final stress at each stage. At bottom: distribution of the T axes in an 
equal-area projection on the lower hemisphere. 
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Figure 7 displays in its upper part the positions of T axis in a vertical coordinate plane (x-z-
plane) and in its lower part the density of T axis in an equal-area projection to the lower hemi-
sphere in the above-mentioned five stages. The figure shows at top the T axes by means of small 
dashes, which were rotated in such a way that the axes lie in the vertical coordinate planes. The z 
axis corresponds to the loading direction. The shape of the contour of the rock specimen at the 
end of each stage is plotted as a box. Apart from few events, which were recorded at the begin-
ning of the test (figure at the left-hand side) most of the T axes are nearly horizontal oriented. 
The T axes distribute around the focal sphere at plunge below 30°. One accumulation of events 
has been formed in direction of approximately 54° in azimuth (measured clockwise from top) 
and of 15° in plunge which becomes stronger with increasing axial stress. 

 
In order to study the distribution of the isotropic and double-couple components, the events 

were separated into two fractions: events with exclusively compressional first motions and 
events with dilatational first motion at least at one channel. The latter fraction includes only 
about 2.5% of all events. The histograms of the isotropic and double-couple components of both 
fractions are shown in Fig. 8. The distribution of the fraction with compressional first motion is 
indicated by unfilled bars, while the other with partly dilatational first motion is indicated by 
filled bars. Apart from the events with pure deviatoric components which are indicated by the 
peak at zero %, the distribution of the isotropic part (Fig. 8a) is very wide with its maximum at 
50%. Most events with dilatational first motion show lower isotropic components with its maxi-
mum near zero %. 

 
Fig. 8  Histogram of isotropic source component (a.) and double-couple component (b.) of all 
evaluated events. Unfilled bars are indicating events with compressional first motions only and 
black bars are indicating events with at least one dilatational first motion. 

Figure 8b shows the distribution of the DC components. The frequency of events increases 
up to approximately 25% and after a broad maximum slightly decreases. Events with partly di-
latational first motion show a fairly flat distribution beginning at about 10%. 

Figure 9 shows the distribution of the R value of all evaluated events. Additionally, the spe-
cific R values of a pure-implosion source at -100%, pure-explosion source at 100%, pure-shear 
source at R = 0%, and pure-tensile source at 67% are marked by arrows. The R values show a 
peaked distribution with maximum at 54% close to the R value of a pure-tensile source. At 
higher values the distribution quickly tails off. At lower R values the tail reaches down to nega-
tive values indicating the presence of few events with partly implosion-source components. It 
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can be seen that the predominant source mechanism is of tensile type. Pure-explosion sources do 
not occur. 

 
The distribution of the volume change (Fig. 10) shows that most of the events have volume 

changes below about 50 mm3 with a pronounced increase to very small values. The total amount 
of dilatancy calculated from the moment tensors by adding up the volume change of all events is 
about 150 ml. The survey of the rock specimen after the test pointed out that the average diame-
ter of the rock specimen had increased from originally 150 mm to 158.2 mm and that the final 
axial deformation was about 26.4 mm. According to these dimensions the actual dilatancy of the 
specimen was about 75.6 ml. That means, that the calculated dilatancy is two times higher than 
the

ear components occurred. If such sources exist they could be generated by 
stress deviations at increasing axial load. Under deviatoric stress conditions planes of maximum 
shear stress are orientated at 45° from planes of maximum normal stress. But planes of maxi-
mum shear stress are not generally free of normal stress. Additional information e.g. from S-
wave first motions, could better explain the existence of DC components, because sources of  
 

 measured one. It can be even more, because small events, which are not considered in the 
moment tensor evaluation, contribute to the volume, but with much smaller amount than the big 
events. This discrepancy between measured and calculated dilatancy can be explained by the fact 
that open cracks were partly closed due to the applied confining pressure. This suggests that 
some of the opened cracks close during further loading of the specimen. 

 
As mentioned before the majority of evaluated events have compressional P-wave first mo-

tions at all channels, which is a clear indication for tensile fracturing. The few events with partly 
dilatational first motion tend to higher DC components and lower isotropic components. The 
volume change in the source of these events is nearly zero. This is an indication that particular 
events with high sh

 
Fig. 9  Histogram of R value of all evaluated events. The R values of pure-explosion sources, 
pure-implosion sources, pure shear sources, and pure tensile sources are marked by arrows.  
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d

Fig. 10  Histogram of volume change (in mm3) of the sources. 

ominant shear type radiate more energy in S waves than in P waves. Unfortunately, S-wave first 
motions are not clearly discernible in our recorded signals (cf. Fig. 2) because of the small time 
separation between P- and S-wave arrivals and the presence of P waves reflected at the specimen 
walls which can arrive earlier or at the same time as direct S waves. 
 
7. Discussion 
 

Alkan et al. (2002) performed model experiments on 10 mm thick rock salt slices to investi-
gate the occurrence crack types during dilatant loading. Under an optical microscope with a total 
magnification of 180 they observed intercrystalline cracks (Type 1) on grain boundaries. Increas-
ing the deviatoric stress resulted in growth and opening of these cracks. Contrary to this, tran-
scrystalline cleavage cracks (Type 2) which formed during loading remained closed. Conse-
quently, Type 1 cracking seams to be mainly responsible for dilatancy and an increase of perme-
ability for fluids during deviatoric loading of rock salt.  

We attribute the evaluated AE events in this study mainly to Type 1 cracking. There are sev-
eral indications, which confirm this opinion. First, the source location discovers a cellular struc-
ture with a cell size in the range of some grain diameters. The events occurred in zones where 
grain interfaces are favorably orientated in the stress field, i.e. the minimum principal stress is 
normal to the interface. Second, most of the events (approximately 90%) show significant iso-
tropic source components.  This is in good agreement with dilatation of salt rock during com-
pression. Their ε values and R values (Figs. 6 and 9), which were obtained from eigenvalues of 

  
the moment tensors tend to values of pure-tensile mechanisms (ε = 0.37 and R = 67%). And 
third, we found that the tension (T) axes which are normal to the crack plane of tensile cracks
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were predominantly radially directed, that means normal to the direction of the maximum princi-
pal stress as expected for such kind of crack type. 
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Abstract 
 

Wear tests were carried out on different diamond-like carbon (DLC) coatings under lubri-
cated and dry slip-rolling friction in a twin-disc testing rig. The analysis of acoustic emission 
(AE) provided an easy and comfortable tool for monitoring the wear life of DLC coatings. A 
DLC coating in-service was indicated by the appearance of no or just a single AE event due to 
single damage (crack, small spalling, etc.) to the coating and the counterbody. A high AE activ-
ity consisting of AE events of low energy was due to large spallings in the coating, which led to 
the undesirable contact between steel substrate and steel counterbody. However, a high AE activ-
ity caused by events of high energy indicated the end-of-service of the coating. In each and every 
test this AE activity was observed, the coating failed in the end. The AE responded much quicker 
and was much more sensitive than any changes in the coefficient of friction.  

 
Keywords: Wear life, DLC coatings, slip-rolling friction, acoustic emission testing 
 
1. Introduction 
 

Diamond-like carbon (DLC) coatings show good resistance to wear and low coefficients of 
friction (COF) under sliding friction, especially under dry conditions (1). DLC coatings also lead 
to low wear on counterbodies made of steel (2). DLC coatings are already used in ball bearing 
races or cages, as protection of hard disc drives, as well as in a number of moving parts inside 
automobile engines (e.g. in diesel engine injection systems) (3). The field of applications can be 
extremely widened, if they are resistant to slip-rolling conditions at contact pressures P0 > 2.2 
GPa. As the wear life of such DLC coatings is important for the performance of the respective 
ball bearings, etc., DLC coatings were tested here. The performance of different DLC coatings 
under slip-rolling friction was examined.  

 
The well-known analysis of acoustic emission (AE) is already used successfully in tribology. 

Sliding tests of CrN (4) and DLC (5, 6) coatings were monitored using AE. In contrast, for slip-
rolling conditions both samples are in motion and as a consequence the application of AE is 
more demanding. The AE was introduced to monitor in-situ the tests of different DLC coatings 
under slip-rolling friction. 
 
2. Tribology Setup 
 

In an Amsler-type twin-disc wear tester, steel samples with a thin DLC coating were tested 
under lubricated and dry slip-rolling friction. Paraffin oil without any additives was used as lu-
bricant (boundary lubricated conditions). In Fig. 1 the testing condition is illustrated. The tri-
bological test conditions are listed in Table 1. Two disc specimens form a test set and are in mo-
tion rolling on each other with a slip of about 10%. Maximum initial Hertzian pressures P0 = 1.5 
GPa. Pressure of 1.9 GPa and 2.3 GPa could occur in the centre of the contact area. The tests un-
der dry slip-rolling conditions were carried out with a Hertzian pressure P0 = 1.5 GPa.  
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A bearing steel (100Cr6) served as the substrate of the DLC coating and also as the material 
of the counterbody. Only the cylindrical specimen was coated with an interlayer and a DLC coat-
ing with a thickness of about 1-10 µm. The coatings of six different suppliers were monitored 
using AE. The properties of these coatings are listed in Table 2. Their tribological behavior in the 
tests is discussed in detail elsewhere (7). For further information about each test, use the code 
number presented here. In the code numbers the different letters denote different suppliers and 
the numbers indicate the test number of a DLC coating tested of one supplier. 
 

      
Fig. 1  Picture of a test sample in the Amsler type twin-disc wear tester and sketch of the acoustic 
coupling of the AE sensor under lubricated slip-rolling friction. 
 
3. Acoustic Emission Setup  
 

The AE signals were detected by means of an AE sensor (PAC-µ30) with a resonant frequen-
cy of about 270 kHz. The sensor was arranged in a distance of about 1 mm to the center of the 
contact area. The sketch in Fig. 1 shows that the oil served also as couplant. Under dry slip-
rolling conditions the ambient air served as couplant. The output of the sensor was amplified 40 
dB (lubricated) or 60 dB (dry) by a PAC 2/4/6 preamplifier. Every AE signal which exceeded the 
threshold of 61 dB or 45 dB originated from the contact area was stored as a hit by an AE meas-
urement system (PAC-DISP). The energy in aJ (atto = 10-18) of each hit was used. The energy E 
was calculated by 

  
E =

1
R
⋅ A(t)2 

t=0

t*

∫ ⋅ dt  

 
with R = 10 kΩ for the input resistance of the preamplifier, t the time in seconds, A the time-
dependent amplitude in V that exceeds the threshold of 61 dB or 45 dB and t* the duration in 
seconds. The configuration of the AE measurement is listed in Table 3. 
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Substrates coated Counterbodies AE graphs 
a) perfect in-service 

 

 

 
 

b) in -service 

 

 

 
 

c) end-of-service 

 

 

 
 

d) out-of-service 

 

 

 
 

 
Fig.  2  AE indicated the different stages of the wear life of DLC coatings in steel contact under 
slip-rolling friction.  The undesirable contact between steel against steel was indicated immedi-
ately by a high AE activity (base noise). (a) D2, lubricated, P0= 1.9 GPa, n = 0-3,000 revolutions; 
(b) D2, lubricated, P0= 1.9 GPa, n = 615,000-1,250,000 revolutions; (c) D9, lubricated, P0= 1.9 
GPa, n = 30,000-60,000 revolutions; (d) uncoated, lubricated, P0= 2.3 GPa, n = 320,000-
1,000,000 revolutions. 

4. Wear Time History and Sources of Acoustic Emission 
 

DLC coatings were tested here as a wear protection coating in steel contacts. The coating had 
to avoid a contact between the steel surfaces of the substrate and the counterbody. In doing so, 
the DLC coating was in-service. The service life ended when a coating exhibited spallings, 
which were large enough to render the direct contact of steel against steel. Figure 2 shows the 
different stages of the use of a DLC coating and the corresponding AE under lubricated slip-
rolling friction: 
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Fig. 2(a): DLC coating is perfect in-service. At the beginning of the test the counterbody was 
polished from rough (RZ~ 3 µm) to fine (RZ< 3 µm). The coating showed no damage. As 
long as no damage occurred either to the coating or to the steel, no AE was recorded due to 
the proper threshold setting.  

Fig. 2(b): DLC coating is in-service. The coating showed only minor defects after a total number 
of 1 million revolutions. The corresponding counterbody stayed polished. In accordance to 
this desirable tribological behavior only a few AE hits were recorded due to single damage 
events to the coating. 

Fig. 2(c): DLC coating is at end-of-service. After a total number of 60,000 revolutions the coat-
ing showed a spalling about 1 mm2 in size. A high AE activity occurred after a total number 
of ~40,000 revolutions and stayed till the end of the test. The high AE activity, which formed 
the basic noise was the result of the direct contact between the steel of the substrate and the 
steel of the counterbody. In addition, a few hits with AE energies of 10,000 aJ and more were 
registered. These hits were associated with individual damage events to the coating, because 
the counterbody here stayed polished without damage. In general, spallings larger than 1 
mm2 led to heavy damages like plastic deformations to the counterbody (see Sec. 5.2).   

Fig. 2(d): DLC coating is out-of-service. As reference, a test sample without any coating in the 
steel contact was examined. The corresponding counterbody and the uncoated substrate 
showed small spallings, plastic deformations and cracks after a total number of 1 million 
revolutions. These events were associated with single hits mainly with AE energies of 10,000 
aJ and larger. A high AE activity as a basic noise was observed due to the direct contact of 
steel against steel.  

 
Figure 3 shows the different AE sources, which can occur in the lubricated tribological con-

tact. The AE hits showed AE energy in a range of 100 to 100,000,000 aJ. The different AE 
sources were located in the DLC coating and steel. AE sources “subsurface” to the coating (un-
der the coating surface) were difficult to observe. However, AE activity without damage to the 
coating and the counterbody would be assumed as AE hits due to delaminations, cracks and other 
AE sources “subsurface” to the coating. Considering the wear time history a separation of differ-
ent AE sources and locations were possible. As long as a DLC coating was in service all AE hits 
had one origin (location): the coating itself. Only cracks which occurred in the wear track of the 
counterbody led to hits mainly with AE energy above 10,000 aJ. These cracks were relief cracks 
and were not critical. However, they only appeared rarely. Spallings with a critical size led to a 
high AE activity. The base noise indicated the undesirable direct contact between steel against 
steel (end-of-service) of a DLC coating. Furthermore, the AE activity got more intensive due to 
the number of separate damage events from the coating and the counterbody.   

 
The tests under dry slip-rolling friction conditions were too small for an analysis of the AE 

sources. Only five tests were taken out. More details are discussed elsewhere (8).  Fretting was a 
source of intense AE with large AE energies (see Fig.  7).  

5. Wear Tests Monitored by Acoustic Emission 
 

The classical cause for the failure of rolling elements in bearings is localized defects, in 
which large pieces of the contact surface are dislodged during operation. The appearance of such 
a defect with the size of 1 mm2 was chosen as the criterion to mark the end of the wear life of the 
DLC coating tested (1 mm2-criterion) (7, 8). If a DLC coating did not exhibit a defect of such a 
size after about one million revolutions, it was called resistant to slip-rolling fatigue. In order to 
determine the end of the wear life the tests were divided into logarithmic intervals to examine the 
surfaces with an optical microscope. This procedure led only to a rough estimation of the wear 
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Fig. 3 AE energy of hits from different sources and locations under lubricated slip-rolling 
friction. 

 
 

Fig. 4  Results of the wear tests of the DLC coating under lubricated slip-rolling friction. Test 
samples monitored by AE are marked in bold and are underlined.  
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life, because after the test the size of spallings larger than 1 mm2 varied in a large scale. In order 
to get a finer estimation of the wear life and to save time, it was important to have a technique, 
which was able to detect defects in-situ, while the tests were in progress. The wear tests were 
monitored by AE and the coefficient of friction (COF) was recorded. In general, if a system is 
nearing the end of its wear life, the friction torque dramatically increases. However, under lubri-
cated slip-rolling friction conditions the COF did not change significantly, even if the DLC coat-
ing was removed completely from inside the wear track (7). Under dry conditions the COF was 
not able to detect undesirable damages to the DLC coatings clearly. Complicated tribochemical 
reactions were probably the reason for the different behavior of the COF (7). In contrast, the tests 
were monitored successfully with AE.  

5.1 Results 
In Fig. 4 all results are presented of the tests under lubricated slip-rolling friction. Test sam-

ples with a bold and underlined number were monitored by AE. In all cases in which test sam-
ples reached the 1 mm2-criterion, a high AE activity could be registered, too. In many cases the 
AE criterion indicated the end-of-service very early.   

 
Substrates coated Counterbodies AE graphs 

a) AE criterion 

 

 

 
 

b) 1 mm2- criterion 

 

 

 
 

 
Fig. 5  Test results for specimen code A10, showing early spalling detection by AE. (a) A10, lu-
bricated, P0= 2.3 GPa, n = 16.000-30.000 revolutions; (b) A10, lubricated, P0= 2.3 GPa, n = 
490,000-690,000 revolutions. 
 
5.2 Early detection by acoustic emission 

Spallings smaller than 1 mm2 and damage events “subsurface” to the DLC coatings could 
lead to a high AE activity (AE criterion). In Fig. 5 the test sample with the code number A10 is 
shown. This test was terminated after a total number of 690,000 revolutions and a high AE activ-
ity was registered. This high AE activity occurred already after a total number of 23,000 revolu-
tions, too. The base noise was caused mainly by the direct contact steel against steel through 
spallings with a size less than 1 mm2. The small damage events in the wear track of the 
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counterbody were mainly caused by the hard edges of the spalling in the coating. The damage 
events of the coating and of the counterbody were indicated by individual AE hits. The AE en-
ergy of these hits was in most cases higher than the base noise.   

 
Damage events “subsurface” to the DLC coating were another reason of an early detection. 

These damage events indicated the oncoming termination of the test (1 mm2-criterion). Some 
samples, which by definition were called resistant to slip-rolling fatigue, were tested further to 
the 10,000,000 revolutions. The test samples B7, E3, F1 and G3 reached the 1 mm2-criterion af-
ter 1,000,000 revolutions. A high AE activity was recorded much earlier. Figure 6 shows the re-
sults of the test sample B7 and G3. The AE graphs show the AE in the test interval, in which the 
high AE activity began. The sources of AE had to be “subsurface” to the DLC coating like 
cracks and delamination, because the amount of “visible” damage events were too small for the 
high AE activity observed.    

 
Substrates coated Counterbodies AE graphs 

a) failed: 3,000,000 

 

 

 
 

b) failed: 9,600,000 

 

 

 
 

 
Fig. 6  Early AE detection of subsurface defects. (a) B7, lubricated, P0= 1.9 GPa, n = 150,000-
200,000 revolutions; (b) G3, lubricated, P0= 2.3 GPa, n = 1,000,000-2,600,000 revolutions. 

 

5.3 Larges spallings 
Spallings larger than 1 mm2 could heavily damage the wear track of the counterbody. Under 

lubricated slip-rolling friction the counterbody showed plastic deformations and spallings. Under 
dry conditions a DLC coating, which was partly rubbed out off the wear track, could lead to fret-
ting conditions between the steel surfaces. Such damage events led to a high AE activity in addi-
tion to the base noise. The base noise became more intense with increasing size of the spalling. 
Figure 7 shows three DLC coatings with a spalling larger than 1 mm2. In all cases a very power-
ful and intensive AE activity was recorded: 
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Substrates coated Counterbodies AE graphs 
a) 1 mm2-criterion 

 

 

 
 

b) 1 mm2-criterion 

 

 

  

c) 1 mm2-criterion 

 

 

  

 
Fig. 7 Heavy damage of the counterbody from large spallings, producing intense AE activity.   
(a) D1, lubricated, P0= 2.3 GPa, n = 0-3,000 revolutions; (b) F2, lubricated, P0= 1.5 GPa, n = 
100,000-483,000 revolutions; (c) D4, dry, P0= 1.5 GPa, n = 30,000-130,000 revolutions. 
 
Fig. 7(a) The edges of the large spalling in the coating had dramatically damaged the respective 

counterbody. The high AE activity, which was recorded immediately, was due to the direct 
contact of steel against steel and to the observed plastic deformations and spallings of the 
counterbody.  

Fig. 7(b) After a total number of 483,000 revolutions this sample reached the 1 mm2-criterion 
with a very large spalling. Most of the coating was removed suddenly inside the wear track. 
The counterbody showed plastic deformations. The AE graph showed the AE activity from a 
number of 100,000 to 483,000 revolutions. In this test interval the AE activity changed from 
a high AE activity to a very high AE activity. The very high AE activity was due to the con-
tact of steel against steel and to the heavy damaging of the counterbody and the coating, both 
appeared suddenly. Probably the high AE activity occurred earlier due to crack events in the 
coating.   

Fig. 7(c) The DLC coating was partly rubbed out off the wear track. Parts of the coating covered 
the transfer layer in the wear track of the respective counterbody. The AE graph shows the 
evolution of the damages which could be observed after the tests. The removal of the coating 
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happened suddenly. Nearly no AE activity was registered before a very high activity level of 
AE was reached. The high AE activity was mainly caused by fretting events through the steel 
against steel contact and appeared suddenly at a total number of 90,000 revolutions.  
 

6. Conclusion & Discussion 
 

Wear life tests of DLC coatings on a steel substrate under slip-rolling friction conditions 
were carried out. The coated substrate ran against a counterbody made of steel. The test parame-
ter changed as follows: 
• DLC coatings of different suppliers 
• Hertzian pressures P0 in a range of 1.5 – 2.3 GPa 
• Lubricated with paraffin oil without additives and dry 
• Coating thickness/ Surface finishing of the counterbody 
 

The individual tests were terminated by the 1 mm2-criterion. The AE was an excellent tool 
for in-situ estimation for the end of the wear life of the DLC coatings tested here. Under lubri-
cated conditions a high AE activity (AE criterion) indicated in-situ all samples which actually 
failed later on in the tests. A high AE activity was capable to detect the failure much earlier than 
the 1 mm2-criterion. The sources of a high AE activity were as follows: 
• Mainly originating from the contact of steel against steel. Sizes of spallings in the coating 

less than 1 mm2 could lead to a contact of the substrate and the counterbody, both made of 
steel. The high AE activity appeared as a base noise. 

• Continuous damaging to the surface of the counterbody. The edges of larger spallings in the 
coating were able to damage the counterbody plastically. 

• Many events, like cracking and delamination, under the coating surface. These events could 
indicate the catastrophic failure, which appeared suddenly.   

 
The spallings showed different sizes above 1 mm2 after the termination of the tests. The total 

amount of coating material removed changed with the type and especially with the individual 
quality of each coating. The AE reacted very sensitively to the end-of-service of a coating. A 
high AE activity as a base noise indicated the undesirable contact between steel against steel due 
to spallings in the coating. The AE turned out to be a quick and easy monitoring tool of wear 
tests to save test time and to get more comparable results. Furthermore, the AE provided a useful 
tool for the observation of the wear time history. Tests could be stopped, if a damage event 
occurred.  Regarding the wear time history of the DLC coatings in a steel contact a separation of 
different locations of the AE sources was possible.  

 
Further tests under dry conditions have to be carried out. However a high AE activity oc-

curred due to fretting conditions, which were induced by a large and deep spalling in a DLC 
coating. 

 
The advantages of using the AE were as follows: 

• Detecting the onset of undesirable wear  
• Early detection of the end-of-service 
• In-situ view of the tribological history  
• Remote monitoring 
• Save time and money, especially in long time tests. 
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Table 1: Test conditions in the Amsler type twin-disc wear tester. 

Disc dimensions Diameter D: 42 mm, Thickness t: 10 mm 

Sample 

 

Substrate: cylindrical lateral area 

Counter body: spherical lateral area (R: 30 mm) 

Tested materials Substrate: bearing steel (100Cr6), fine polished with a thin DLC coating

Counter body: bearing steel (100Cr6), fine or rough polished 

Initial normal loads 

(Hertzian pressure P0) 

1.5 GPa, 1.9 GPa, 2.3 GPa 

Speed Substrate: 390 RPM; Counter body: 354 RPM 

Tribological use Slip-rolling friction with a sliding velocity of 0.08 m/s (10% slip) 

Test atmosphere Ambient air (temperature 20 °C, relative humidity 50 %) 

Lubricant Paraffin oil (without additives, η20°C: 110-230 mPa⋅s), dry 

 
Table 2: Properties of the different DLC coatings, which were monitored using AE. 

 
Code num-

bers 

Type of DLC 

coating 

interlayer Doping Thickness of the DLC 

coating 

modulus of elasticity 

E 

A7 – A11 a-C:H:Si Si Si 10 µm 161 GPa 

B5 – B7 a-C:H:Me Ti, W Ti, W 2-3 µm No information 

D1 - D4 2 µm 

D6 - D9 

a-C:H Ti No 

1 µm 

256 GPa 

E2 - E5 a-C:H:Me Cr W 1-2 µm 150 – 170 GPa 

F1 – F4 a-C:H:Si Si Si 3-5 µm 251 GPa 

F5 – F7 No information 

G1, G3, G4 a-C Ti No 3 µm 500 GPa 
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Table 3: Configuration of the Acoustic Emission (1 dB corresponds to 1 µV). 
 

Sensor PAC µ30 (resonant frequency fR of about 270 kHz) 

Couplant Dry: 
ambient air: 

Lubricated: 
paraffin oil 

Preamplifier PAC 2/4/6  
(filter: 100-1200 kHz) 

60 dB 40 dB 

Threshold 45 dB 61 dB 

Front-end filter 2 Counts 3 Counts 

AE parameter AE energy of each hit in aJ (atto = 10-18) 
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Abstract 
 

A new testing technique for corrosion and leakage testing of the flat bottoms of atmospheric, 
aboveground storage tanks (AST) with acoustic emission (AE) was developed under an EC 
funded project. Frequency-domain-based pattern recognition is used to identify the source 
mechanism of the found AE sources located at the tank floor. The basics of the applied method 
and the testing technique itself are outlined as well as results of performed tests are given to-
gether with statistical numbers regarding the grading of tested tank floors. Conventional non-
destructive testing of tank floors relies mainly on visual testing and wall thickness measurements 
and therefore reflects the past service periods of the tank in total. On the other hand AE enables 
to monitor the active processes taking place at the time of test on the tank floor at conditions 
similar to normal tank service. The combination of both leads to a complementary view of the 
tank floor condition, taking advantage of both approaches: determination of the total degradation 
of the tank floor and monitoring of the actual degradation processes taking place under current 
service conditions. 
 
Keywords: Corrosion and leakage testing, aboveground storage tank (AST), tank floor 
 
1. Introduction 
 

We have tested more than 200 tanks at refineries, chemical sites and tank farms since the 
acoustic emission (AE) testing technique, developed under an EC funded project [1], was intro-
duced into the maintenance and inspection market mainly in Germany, Austria and Italy. Where 
available, results obtained with other non-destructive testing (NDT) methods are compared with 
AE test results. In order to be able to combine the information from different NDT techniques a 
precise knowledge of the service conditions, current as well as previous, of all performed main-
tenance actions and of all preparation works in order to clean the tank for inside inspection is 
necessary. Compared to an AE test, which occupies the tank with the stock product for only one 
or two days, the cleaning procedure and the inside inspection leads to a downtime of the tank for 
weeks or even months. This underlines the increase in tank availability and the benefit related to 
employing AE corrosion and leakage testing of aboveground storage tanks (ASTs).  

 
In many countries the duration of the service period to the next inside inspection is restricted 

to a few years. Then the tank has to be put out of service and very often the inside inspection is 
carried out to confirm again a good floor condition. This procedure is still questioned by many 
tank operators, who know the overall conditions of their tanks according to documented service 
histories very well. Floor degradation due to corrosion, especially general corrosion, can be pre-
vented quite effectively by appropriate measures, e.g. inside coating and cathodic protection. So 
if the service conditions are kept well inside the known boundaries of safe operation, the tank 
floor should not suffer from serious degradation.  
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However, still unforeseen situations might occur, which lead to more severe types of corro-
sion with higher corrosion rates than expected. This could be the case at areas on the tank floor 
where the inside coating has been damaged or due to contamination of the stock product with 
corrosive agents accumulating at the tank floor. Thus, the time driven inside inspection intervals 
may detect the onset of corrosion only by accident, more likely the present corrosion damage 
may just be documented in order to repair the affected floor areas. 
 

In contrary acoustic emission testing (AT) enables one to indicate tanks with active corrosion 
processes and does not severely interfere with tank operation. AT is therefore a valuable mainte-
nance and inspection tool supporting the tank operator to prevent serious damage. Optimal con-
ditions for this kind of monitoring are given, when AT starts after the tank has been put back into 
service after an inside inspection. At that occasion the current status of the tank floor is usually 
estimated precisely by floor scanning techniques, hence it follows that an early measurement 
with AE gives an ideal reference for future repetition tests. A tank history built up in such a way 
may be exploited by prolonging substantially the service period to the next intrusive tank main-
tenance activities. The costs of preparing the tank for inside inspection may reach easily some 
100,000 Euro, therefore significant savings may be gained by using non-intrusive AT. 
 
2. Testing Technique 
 

The sources of costs due to corrosion are manifold and the economic costs of corrosion are 
obviously enormous [2]. Beside direct costs, indirect costs, e.g. plant downtime or loss of prod-
uct, are important factors. The presented testing technique can detect and locate active corrosion 
processes at the tank floor and, in case of an already penetrated floor, it can detect and locate 
active leakage. Thus, it is a useful maintenance tool to handle tank floor degradation economi-
cally. Acoustic emission is in general limited to the detection of active defects. But this limita-
tion turns out to be strength, since this NDT method indicates only defects, which have an impact 
on tank floor degradation (progressive loss of wall thickness) or on tank safety (actual loss of 
product).  

 
It has to be stated, and this will be underlined by statistics later on in this paper, that the ma-

jority of tanks are in good condition when continuously well maintained. These tanks should be 
kept in operation and the floor condition should be monitored further. The test result gives the 
condition of the tank floor regarding the defects under consideration in terms of grades. The ap-
plied grading system is given in Table 1. 

 
The recommended maximum duration of the subsequent service is with respect to the service 

condition present at the time of test. This is communicated clearly to the responsible contact per-
son on-site, such that the conditions set by the tank operator in preparing the tank for the AE test 
have to be as close as possible to usual service conditions. If the service conditions are main- 
 

Table 1: Grading system for AE testing on ASTs 
Grade Description Recommended service period duration

I No active sources 5 years 
II Low active corrosion 3 years 
III Medium active corrosion 1 year 
IV Leakage and/or high active corrosion -- 
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tained as before the test, then a prediction for the floor condition is possible. It follows that after 
a change in service conditions the tank floor grading is not valid any more and a repetition AE 
test is necessary to assess the new service conditions. If the tank floor is assigned to grade IV, 
then an inside inspection is recommended in order to verify the indications found with AT. 
 

The preparation works for AT start with the determination of the tank properties (construc-
tion details, storage product, etc.). For this purpose we usually send out a questionnaire together 
with basic information regarding our testing technique. After evaluating the filled-in statements 
of the responsible contact person on-site, all necessary resources have to be allocated. Our testing 
personnel is certified for AT according to EN 473 and state-of-the-art AE equipment is used.  

 
It is also communicated before each test to the responsible customer representative that every 

AE measurement is affected by noise of different origin (mechanical, electrical, etc.). Much 
noise data can be identified by software procedures and therefore it can be filtered and does not 
fault the test result. But the most important part in preparing a tank on-site is simply to avoid 
noise so that the AE sensors do not picked up noise. If appropriate measures are taken before the 
test, e.g. elimination of noise sources or avoiding noisy time periods, then the noise content is 
already limited and the noise rejection algorithms need not be invoked to their limits. Thus, the 
reliability of the test result increases, which is of major importance, especially if costly follow-up 
actions are recommended. 
 

The standard arrangement requires at least an AE sensor for every 15 m along the circumfer-
ence of AST at a height of approximately 1 m. This row of sensors locate AE events within the 
horizontal cross-section of the tank (2-D location). The considered path of sound wave propaga-
tion (see Fig. 1) from the source at the tank floor to the AE sensor on the tank shell is via the 
liquid stock product, therefore the location uses the speed of sound of the liquid stock product. 
This arrangement is suitable when AE events originating at other parts than the floor (e.g. a float-
ing roof) can be ruled out. In every other case we strongly recommend a sensor arrangement of 
two rows of sensors. With the help of these additional sensors at a height of 3 to 5 m above the 
floor and exactly above the sensors near the bottom, it is possible to reject AE events from upper 
regions of the tank. This also increases the reliability of the floor grading. An example for AE 
sensors mounted onto the tank shell may be seen in Fig. 1 (left). 
 
2nd row sensor 

B

 

 

 

 

ottom row sensor 

Fig. 1  AE sensors mounted onto the tank shell (left), and path of wave propagation (right). 
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Once an AE source is detected at the tank floor, it is important to state the source mechanism 
in order to grade the tank floor properly. Source mechanism identification involves essentially 
the three following aspects: 

1. data acquisition and pre-processing, 
2. data representation and  
3. decision making. 

These steps lead to the design of a pattern recognition system [3]. For choosing the best way of 
data representation one has to consider that a tank floor covers an area up to some 1,000 square 
meters. Thus, the distance from the source at the tank floor to the sensor at the tank shell varies 
over a wide range and so do AE signal parameters like signal peak amplitude, signal duration, 
signal energy etc. accordingly. The applied testing technique takes advantage of the waveforms, 
which are acquired and stored along with the other AE signal parameters. From the waveform 
data the frequency response of the sound waves may be calculated and used for data representa-
tion. Figure 2 shows a typical AE signal waveform together with its frequency response. Sound 
wave propagation in liquids is free of frequency dispersion; thus, the frequency response is inde-
pendent of the distance from the source to the sensor. Furthermore, the attenuation of the con-
cerned frequency bandwidth around 30 kHz may be regarded to be uniform. Hence it follows 
that the frequency response of the AE signal does not depend on the distance from the source to 
the AE sensor. A classifier was designed with the help of a reference database comprising signal 
waveforms with well-known source mechanisms. This tool is then applied on unknown data in 
order to decide whether the detected AE source is related to corrosion or to leakage. If the source 
mechanism turns out to be leakage, then the tank floor is of ‘grade IV’ and it is recommended to 
open the tank as soon as possible. If corrosion is detected, the test result may vary from ‘grade II’ 
to ‘grade IV’ according to the source activity. Moreover, in a second classification step the de-
tected corrosion source is assigned either to well-established corrosion, which is indicated by the 
presence of a layer of corrosion product, or to the onset of corrosion, when a scaling layer is 
about to develop. In case no active source is detected, then the tank is free of any active defect 
and therefore from the AE point of view it may be operated for another five years without any 
further maintenance. 
 

 
 

Fig. 2  AE signal waveform and its frequency response. 
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3. Statistics of The Performed Tests 
 

Among the more than 200 tanks tested, the diameter range of the tested ASTs (fixed roof or 
floating roof) is from 4.5 m (product tank of a chemical plant) to 98 m (crude oil tank of a pipe-
line tank farm). The stock product had been at ambient temperature as well as at elevated tem-
peratures (80 °C maximum surface temperature at the sensor position) with tank shells thermally 
isolated or not. Figure 3 shows the distribution according the stock product, grouped into the 
three main categories. Distillates like naphtha, gasoline, gas oil or fuel oil have been assigned to 
‘refinery products’, whereas chemicals like acetone, trichloroethylene, propylene oxide and also 
caustic soda have been added to ‘products’. 
 

 
Fig. 3 Stock product distribution of tested ASTs (total of 218 tanks). 

 
Altogether the applicability of the testing technique covers a broad variety of stock products, 

which are used frequently in different industries and the respective ASTs have been tested al-
ready with AE successfully. Figure 4 gives a distribution of the test results according the four 
different grades from Table 1.  

 
One can take from this distribution that the majority of tanks (52%) is assigned to ‘grade I’, 

indicating the best floor condition. This underlines the experience of many tank operators that 
the time-driven inside inspection intervals lead to costly openings of tanks being still in good 
condition. By integrating AT into the regular maintenance and inspection program, it is possible 
to indicate that some tanks can have their service period prolonged. 

 
The reliability of our testing technique has been proven twofold: by safe tank operation for 

the recommended service period and by many follow-up inspections. Since AT results in a 
statement regarding active defects at conditions present during the test, it is complementary to 
the result of an inside inspection, which aims on the estimation of the total tank floor degrada-
tion. This has to be kept in mind when comparing both kind of testing. One needs detailed 
knowledge of the tank service history and also the actions performed in order to clean the tank 
have to be considered when finally assessing the floor condition in comparison to the AT result. 
As an example we experienced one case where the inside coating has been removed by the clean-
ing procedure due to insufficient bonding at an area of already established corrosion damage. 
Since the tank floor had been assigned to ‘grade I’, it appeared at first glance that this defect has 
not been detected. After studying the tank history it was found well documented, that the inside 
coating was applied onto the given corrosion damage after grit-blasting but without repair. 
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Fig. 4  Result distribution of tested ASTs (total of 218 tanks). 

 
Finally it turned out that the AT result was true and it represented the actual tank floor condition 
present before the tank cleaning procedure. Of course the result of the inside inspection was true 
as a matter of fact, and it showed the total tank floor degradation. This case should just underline 
that the beneficial combination of both results requires sometimes a precise knowledge of the 
tank history and of the preparation activities before entering the tank. In the majority of experi-
enced cases this detailed discussion could be dropped due to congruent results: a tank floor is in 
good condition. 
 

According to Fig. 4, quite a number of ASTs in rather poor condition have been tested. Tank 
floors have been found with severe general corrosion as well as tank floors with localized forms 
of corrosion and leaking tanks. As one may have already assumed, at other end of the grading 
system some indications have to be clarified first before taking further actions. Since AT is capa-
ble of detecting active corrosion, it does detect sacrificial anodes within the tank. Together with 
the tank operator we could identify the found corrosion indications to be at locations were sacri-
ficial anodes had been placed. At another site a serious corrosion source was detected not on the 
tank floor but at the floating roof. Since a sensor arrangement in two rows as shown in Fig. 1 had 
been applied, the detected corrosion source could be assigned definitely to the floating roof. 
There a weld had already been penetrated and product was found on the sheets. Floating roof 
corrosion causes AE indications and therefore faults the grading of the tank floor if not properly 
identified. With the help of two rows of sensors, this can be done simply and effectively. In gen-
eral every indication for a serious defect is first analyzed regarding other possible causes to avoid 
costly false calls. Figure 5 shows both kinds of evaluation for the roof corrosion example, with-
out and with the help of the second row sensors. The horizontal cross-section of the tank is 
shown in the x-y plane together with the sensor positions and identifications of the bottom row, 
whereas in the vertical direction the number of located AE events within the reference area per 
hour is given. It can be seen easily that the indication (red column on the left) disappears when 
taking advantage of the improved sensor arrangement (right). 
 
4. Conclusion 
 

Non-intrusive tank floor testing with AE can detect active corrosion (progressive loss of wall 
thickness) and active leakage (actual loss of product). The testing covers 100 % of the tank floor 
as well as bottom side and top side of the floor sheets. Integrated into the regular maintenance 
and inspection program, it is a valuable tool to separate tanks in good condition, capable for 
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Fig. 5  3-D diagram of location result without and with two rows of sensors. 

 
some further years of safe operation, from tanks in poor condition, which should be opened for 
inside inspection and repair.  
 

The application of the AE testing technique enables the operator to open tanks based on the 
tank floor condition and not on a time-driven schedule. Thus, maintenance may be focused on 
tanks, which show an indication of a severe defect. 

 
The regulations for tank operation are not the same in all European countries. There are dif-

ferent restrictions for the duration of the service period to the next inside inspection. To receive 
an official approval for prolonging a service period requires the tank operator to convince the 
responsible authority, which has already led to first successful results. 

 
Corrosion testing with AE is not restricted to ASTs. A new research project funded by the 

European Commission (EVG1-CT-2002-00067) has been started to test ship tanks, especially 
those of crude oil tankers, for active corrosion [4]. It has already been shown, that this applica-
tion is feasible despite the harsh environment present on sea. Ongoing research activities together 
with the experience from hundreds of tests ensure continuous improvements, so that AT is able 
to strengthen its position for supporting economical and safe plant operation. 
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Abstract 
 

This article shall illustrate which general information about initiation and accumulation of 
damages, critical damage stages and stable macro-crack propagation in polymer-matrix compos-
ites arise from conventional AE features and analysis of AE signals. It is referred to currently 
used methods for classification and identification of AE sources. Studies of stressed specimens 
cut from laminates with different lay-ups are performed to receive basic information about the 
AE indication of micro- and macro-failure processes of materials used for the design of compos-
ite structures. Micro-failure by inter-fiber fracture indicates a critical stress/strain state, which 
should not be exceeded for a long life-time. Results of the theoretical analysis of inter-fiber and 
fiber fracture in laminates under tension are compared with monitored stress dependent AE be-
havior. Another important damage process that can significantly reduce the residual strength or 
life-time of composite structures is the macroscopic delamination within weak areas. AE exami-
nations of the static interlaminar fracture behavior of unidirectional, continuous fiber-reinforced 
laminates under different fracture modes are discussed. AE results from pressure tests of exter-
nally non-damaged and damaged filament wound all-composite pressure cylinders are presented 
and criteria for identification of “heavy” damages such as impacts and flaws are suggested. Fi-
nally, particular problems associated with the distortion of stress waves at wave propagation and 
by the AE transducer are pointed out. The affiliated problems of the identification of AE source 
mechanisms in polymer-matrix composites using AE signals are discussed. 
 
1. Introduction 
 

AE measurement technique is based on generation of acoustic (elastic stress or pressure) 
waves by fast propagating micro-failure processes or other sources. Highly sensitive piezoelec-
tric transducers passively detect these waves by dynamic surface motion on sub-nanometer scale 
and convert it into an electric signal. The practically used frequency range is about 50 kHz to 1 
MHz. Lower frequencies are often associated with extraneous noise sources or resonance effects 
of the transducer case. Higher frequencies are excessively attenuated by polymer-matrix materi-
als and, hence, these high-frequency parts of waves are carried to a distance no longer than a few 
centimeters from the source location. 
 

AE testing is a real-time measuring and on-line evaluation technique. It basically shall give 
information as to when (time, external loading parameter), how many (rate), how intense (ampli-
tude, energy) and where (location of AE sources) stress-wave emitting damage processes in 
specimens or structures occur. However, the interpretation of AE signals and the separation of 
“true” damage sources from extraneous noise or rubbing of fracture surfaces is still a major prob-
lem of this method. For a long time only conventional AE features, e.g., peak amplitude, AE 
counts, duration, etc. of the signals or its distributions and correlation plots were used. Recent 
developments in hardware components for AE monitoring and new methods of AE signal analy-
sis seem to yield additional information for the identification of AE source mechanisms. 

J. Acoustic Emission, 22 (2004) 208 © 2004 Acoustic Emission Group 



2. AE Tools for Identification and Evaluation of Damage Stages 
 

Currently used AE tools for the identification and evaluation of damage or fracture stages of 
polymer composites are summarized in the following overview (see also Fig. 1): 
 

Changes in AE activity or AE intensity with time or external parameter 
 

  First AE hits/events (1) 
→ onset of damage processes 

  Characteristic changes of AE hit/count/event/energy rate or cumulative sum (2) 
→ progressive increase – “knee point” (progressive damage and/or occurrence of new 

failure mechanisms) 
→ continued holding or increasing AE activity and intensity during hold periods of load-

ing (achievement of unstable damage stages) 
→ increasing AE activity during unloading (rubbing of damaged areas, e.g. delaminated 

surfaces) 
  AE amplitude distribution (3) 

→ number and types of failure mechanisms 
→ high amplitude hits 

  Felicity ratio 
   (ratio of the load at onset of significant AE during reloading to the previously applied  
   maximum load) 

→ ultimate failure warning if it falls below a certain value (≤ 0.90 - 0.95)  
 

Location of AE sources 
 

  Planar or zonal location of single events or event clusters 
→ location, size, shape and growth direction of AE active zones, which are characteris-

tic for individual forms of damage (delamination, impact, flaw) 
 

Identification of AE sources 
  Tools: 

• conventional AE features (peak amplitude, counts, duration and energy of the signal 
are dependent on transducer, frequency filter and/or threshold) 

• AE feature histograms and correlation plots (e.g. log duration (or counts) vs peak 
amplitude)  

• waveform / wave mode analysis (wavelets) 
• frequency spectrum (FFT) 
• pattern recognition by means of neuronal networks 
• inverse moment tensor analysis 
• modeling of AE sources 
 identification of AE source mechanisms  
→ separation of "true" damage mechanisms from extraneous noise sources  

(hydraulic noise, water flow, rubbing etc.) 
 

The interpretation of AE results is also supported by finite element (FE) modeling of local 
stress/strain conditions as well as by micro-mechanical modeling of failure processes in lami-
nates (inter-fiber failure or fiber break). 
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Fig. 1  AE from unidirectional aramide-fiber-reinforced polyamide composite during tensile test. 
 

Active failure mechanisms in polymer-matrix composites which should be detected by the 
AE method are 

• matrix cracking 
• fiber/matrix interface debonding 
• fiber break 
• intra- or interlaminar crack (delamination) propagation. 

 
 A number of general approaches used for identification of AE sources are described in the 
literature [1, 2]. In reference [2] also specific problems and ways to the interpretation of AE sig-
nals from composite materials are discussed. From composites mostly thin-walled structures are 
manufactured. Therefore, mainly plate waves are generated from AE sources. Modal analysis of 
plate waves is based on a preferred stimulation of specific wave modes by different fracture 
modes, fracture geometries and location of sources (bulk or surface) and has the purpose to rec-
ognize out-of-plane (delamination mechanism) and in-plane (fiber break) sources. Longitudinal 
(extensional mode) and shear components (flexural mode) of the signals are analyzed by wavelet 
transform (time-frequency domain) which is suitable for AE signals whose statistical properties 
change with time as in the case of plate waves. The method of inverse moment tensor analysis of 
AE signals from volume waves of sources tries to separate shear cracks from tensile cracks dur-
ing nucleation of the fracture process zone and crack propagation in larger isotropic structures. 
 

A comparative analysis of selected international and national standards and guidelines on AE 
testing yields an assessment of the current status of standardization [3].  
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3. Analysis of Micro-Failure Processes 
 

For dimensioning of structures it is important to have reliable failure models. However, mod-
ern physically interpretable failure criteria should be based on specified modes of failure [4, 5]. 
The referred criterion describes initial failure by an inter-fiber fracture mode and ultimate macro-
failure by fiber fracture. Therein, inter-fiber fracture means both interfacial failure (fiber/matrix 
debonding) and matrix cracking. Aims of the studies were to check the fitness for use of failure 
models and a better interpretation of AE signals by theoretically expected modes of micro-
failure. Another interesting question is what stress level is relevant for a significant reduction of 
fatigue life-time and how it is expressed in the AE characteristics. 

 

 
Fig. 2 AE behavior (signal amplification = 60 dB) and failure analysis of two carbon-fiber/epoxy 
laminates by means of modeling of inter-fiber failure and fiber break (arrows). Here, #45 indi-
cates ±45˚ plies. 
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The stress for inter-fiber fracture strongly depends on fiber/matrix adhesion, matrix strength, 
fiber orientation and volume of fibers. Due to the problem with a reliable analytical approxima-
tion of the intra-laminar failure the database for modeling were extracted from experimental re-
sults. 
 

Figure 2 shows AE test results compared with theoretical results of a layer-by-layer stress 
and failure analysis of carbon-fiber/epoxy laminates by use of the inter-fiber fracture (IFF) and 
fiber break criterion. For calculation of inter-fiber fracture of laminates the tensile strength for 
pure 90° layers with load application transverse to the fiber orientation and the shear strength of 
0° layers parallel to the fiber orientation (characterizing shear failure of #45° laminates: #45˚ = 
±45˚) were used.  

 
Because of its high sensitivity the AE technique indicates the occurrence of micro-damages 

long before ultimate macro-failure. Naturally, the sensitivity of detection and, hence, the deter-
mination of stresses where first AE hits are observed depends on the detection threshold. During 
our tests AE signals of different characteristics are detected at about 60-70% of the theoretical 
approximated loading levels for initiation of inter-fiber fracture and fiber break. Thereby differ-
ent failure processes are indicated by its individual AE characteristic (here the dimension of AE 
activity means hits/s and AE intensity is given by mVs/hit): 
 

• Laminate (90°)6 / (#45°)3 / (90°)6: transverse failure of fiber/matrix interfaces and matrix in 
90° laminated layers are of low AE activity and AE intensity whereas shear failure of ma-
trix and interfaces in #45° woven layers superposed by delamination processes between 
90° and #45° layers are of medium AE intensity but high AE activity; pure shear deforma-
tion in #45° layers produce very high AE activity after ultimate fracture of 90° layers at the 
stress maximum. 

• Woven fabrics (0°/90°): transverse failure of fiber/matrix interfaces and matrix (90° direc-
tion); breaks of fiber bundles in 0° direction is associated with very high AE intensity at 
stresses higher approximately 70% of the ultimate laminate strength. 

 
From this an energy criterion for separation of inter-fiber and fiber failures in specimens can 

be derived by means of the conventional AE features signal peak amplitude and signal energy. 
Breaks of fiber bundles are detected by AE signals with ten to hundredfold higher amplitudes 
and energy rates than matrix cracking. 

 
The comparison of results from fatigue tests and AE examination of the damage progress 

shows that the critical stress/strain state which should not exceeded for a long life-time is deter-
mined by the onset of first and continuous AE. In carbon-fiber reinforced epoxy composites, that 
means a stress level of about 20-25% of the ultimate laminate strength. 

 
The methodology of a layer-by-layer stress and micro-failure analysis combined with AE ex-

amination naturally can be applied to composite structures to approximate maximum stress levels 
for a long life and to support the optimization of laminate lay-ups. 
 
4. Studies of Delamination Behavior 
 

Several standardized fracture mechanics tests are used for the purpose to determine the resis-
tance against inter-laminar crack propagation. The delamination behavior of unidirectional fiber-
reinforced polymer laminates made from glass-fibers or carbon-fibers with thermoplastic or 
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epoxy matrix were studied using different fracture tests such as Double Cantilever Beam test 
(mode I), End Notched Flexure test (mode II) und Mixed Mode Bending test (mixed mode I/II) 
[6, 7].  
 

The application of AE examination has two aims. On the one hand this technique shall con-
tribute to a more objective determination of initiation loads (for micro-crack initiation and onset 
of macroscopic delamination) and to overcome the problems arising from the difficult and sub-
jective optical observation of the delamination growth on the edge of the specimen. On the other 
hand AE examination gives additional information on micro-processes which appear during de-
lamination for a better micro-mechanical understanding of the toughness behavior. Those ex-
periments exemplify one of the most frequent macroscopic failure processes in composite struc-
tures. 
 

An example is given in Fig. 3. It shows the AE behavior of a unidirectional reinforced com-
posite during mode I delamination. 

 

Fig. 3. Loading (top left) and fixed AE transducer position for location of AE sources in delami-
nation tests (bottom left). Time-dependent delamination load (line) and AE signal energy 
(points) from DCB (mode I) tests on unidirectional reinforced glass-fiber/polypropylene (top 
right). Time-dependent position and size of the damage zone determined by location of AE 
events with amplitudes at the transducer ≥ 60 dBAE (bottom right).  
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For the first objective following statements resulted: 
• Location of AE sources around the delamination tip enable the determination of  

°  position of the delamination front 
°  initiation points (loads): 

 INITlocAE: micro-crack initiation at the delamination tip 
 INI-PROPlocAE: onset of macroscopic delamination propagation 

°  delamination speed 
°  size and shape of energy-dissipative zones around the delamination tip (with the assis-
tance of FE modeling). 

• If the delamination is connected with similar failure processes such as matrix cracking 
and fiber/matrix interface debonding a correlation between AE energy and mechanically 
released energy during stable delamination propagation exists. In the case of fiber frac-
ture in the bent cantilevers or break of bridging fibers the correlation becomes non-linear 
– AE burst signals with high energy are produced but only a small mechanical energy is 
released (Fig. 4). Breaks of bridging fibers between the opened delamination surfaces 
frequently occur specially in composites with weak interface adhesion and result in AE 
sources behind the delamination tip (Fig. 5).  

• Number and intensity of AE signals are dependent on matrix and fiber material as well as 
fiber/matrix adhesion. Therefore, above-mentioned energy correlation has to be estab-
lished for each composite material. 

 

 
Fig. 4 Correlation between mechanical energy release and AE energy during mode I delamina-
tion of glass-fiber/polypropylene uni-directional (UD)-composites: (left) for one specific delami-
nation test; (right) for stable delamination propagation in different composites with varied poly-
propylene matrices and adhesion . 
 

With reference to detectability and size assessment of propagating delamination areas in 
composite structures it can be concluded that mode I delamination generates most and strongest 
AE sources associated with the largest process zone around the delamination tip compared with 
other fracture modes. Maximum AE peak amplitudes detected a few cm from the source are 90 
to 100 dBAE, but maximum amplitudes from shear fracture mode II are only 70 to 80 dBAE. Con-
sequently, the detectability of propagating delamination tips should be good. Most of the AE 
sources are positioned at areas behind the delamination tip. Unstable fracture stages with high 
delamination speeds and development of large delamination cracks (e.g., fast splitting of UD-
filaments at hoop-wrapped pressure cylinders) yield AE signals with high peak amplitudes and 
high energies. 
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Fig. 5 Images of fracture surface (left) and bridging fibers (right) from mode I delamination. 
 
5. AE Inspection of Pressure Cylinders 
 

In order to investigate the AE characteristic of damages in all-composite cylinders (made of a 
plastic liner and fully-wrapped with a filament wound carbon-fiber/epoxy shell) the cylinders 
were externally damaged by impacts or flaws and were pressurized up to the allowed test pres-
sure. After a varying number of internal pressure cycles the cylinders were inspected performing 
pressure tests accompanied by AE testing (Fig. 6). For the purpose of comparison also a non-
damaged cylinder whose micro-damages only results from pure pressure cycling was inspected. 
 

 
Fig. 6 Transducer mounting for separate AE testing of cylinder No. 3. 
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 For example, Fig. 7 shows AE results from a pressure test of an impact damaged cylinder 
(impact with Wkin. = 2 x 70 J in the central part of an oil-filled cylinder) after 5000 pressure cy-
cles (∆p = 5 – 300 bar) up to a test pressure of 360 bar. 
 

Fig. 7  AE testing of MCS 6.8litre/300bar all-composite cylinder after 5000 cycles; (left) without 
external damage; (right)  with impact damage.  

top: test pressure, AE hit rate, peak amplitude and energy of AE signals vs. time 
middle: energy sum of hits detected by different transducer groups vs. test pressure 
bottom: planar located AE sources; cluster size: range/20 [5%] and minimum level: E > 10.000 
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At the first pressurization after damage a dramatic rise of AE activity is detected compared 
with a pressure test before the damage. A subsequent pressure cycling up to the working pressure 
should simulate refuels and lead to a local stress reduction due to a further degradation by micro-
damaging in the region of macro-damages. Caused by local stress relief following periodic AE 
tests after predetermined pressure cycles, AE activities and AE intensities decrease with increas-
ing number of cycles (Fig. 8). 
 

 
Fig. 8  AE activity during pressure tests of cylinders with different types of damage after specific 
numbers of pressure cycles.   
 

From our test results it can be concluded that impact and critical flaw damages are clearly de-
tectable also after longer service intervals. Maximum AE peak amplitudes of 90 to 100 dBAE at 
the source location were calculated by means of a distance-amplitude correction procedure. This 
is in agreement with peak amplitude, which appears during delamination tests of specimens.  

 
Following possible qualitative criteria for identification of “heavy” damages in filament-

wound pressure cylinders using AE features from periodic inspections with only one pressure 
ramp are suggested: 

• Much higher cumulative sums of AE hits over the complete pressure test (Fig. 8) 
• AE transducers which are located near damaged regions 

- record more AE hits of higher energy (energy sum of planar located sources or de-
rived from zonal location) (Fig. 9) 

- detect higher AE hit sums during depressurization compared with those of the previ-
ous increase of the pressure ramp (Fig. 7) 

- show a progressive increase of AE energy during depressurization (sources from rub-
bing of damaged zones!?)  

• Formation of clusters of AE sources with much higher energy release than from sur-
rounding area (if a planar location is successful applicable). 

 
However, a distinction of AE source mechanisms from loading and unloading stages based 

on conventional AE features was not achieved. 
 
6. Identification of AE Source Mechanisms 
 

As discussed above the advantage of fiber composites compared with other materials is the 
generation of very strong stress waves associated with fiber breaks and delamination processes. 
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Fig. 9 Transducer location dependent AE monitoring (transducer 3 and 4 near the damaged re-
gion). 
 

In previous papers [8, 9] we suggested a method to distinguish matrix cracking and fiber-
break sources by a power spectrum analysis of the monitored AE waveforms. It was assumed 
that matrix cracks have at least 70 % of the signal power in the 100 to 350 kHz and fiber break in 
the 350 to 700 kHz frequency interval. 

 
New results and a better understanding of the effects of wave propagation show that we must 

be careful with the conclusion drawn from this method. Effects of wave propagation such as 
geometrically determined attenuation, wave-mode interactions, reflections, mode conversions at 
free surfaces, etc. cause a clearly marked change of the wave in time and frequency domain on 
its path from the source location to the transducer position. In addition composites with a visco-
elastic polymer matrix possess a comparatively high material attenuation, which is dependent on 
frequency, temperature and wave modes especially for frequencies greater than about 400 kHz. 

 
Figure 10 demonstrates the strong difference in the waveforms and frequency spectra with 

different transducer spacing to one and the same AE source. These results show that our above-
mentioned method of identification of AE source mechanisms from its power spectra is strongly 
restricted to a very short distance of a few mm from the source. 

 
In addition to geometrical and materials influences, modulations of waveforms and spectra 

by the strong frequency dependent sensitivity of AE transducers and electronic frequency filters 
must be accounted for. All these effects cause spectra of AE signals, which have no similarity 
with theoretically assumed AE sources. The main influence in the frequency domain comes from 
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Fig. 10  Distance dependent waveforms and power spectra of AE signals from single glass-fiber 
fragmentation (fiber diameter 80 µm) in epoxy matrix (recorded with PAC-Pico transducers of 
shown frequency response, amplifier with HP-filter 20 kHz, sampling 5 MHz) at a distance of 7 
mm (top) and 43 mm (bottom; only the first counts of the waveform are shown) from the source. 
 
the more or less resonant behavior of piezoelectric AE transducer (Fig. 11). From activation of 
high-frequency resonance of AE transducer it only can be concluded that the AE source is 
broadband beyond this frequency range.  

 
Technical structures from composite materials have plate-like geometries and the transport of 

mechanic/acoustic energy is realized by plate waves (Fig. 12). 
 
Hence, an alternative method for separation of different modes of fracture seems to be the 

modal analysis of plate waves. That means the main direction of source movement stimulates a 
preferred plate wave mode.  For example, Fig. 13 shows waves generated by Hsu-Nielsen sources 
of different directionality. A pencil-lead break parallel to the plate (as fiber-break in-plane)
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Fig. 11  Calculated spectrum of AE signal from the product of transfer functions Hi of the AE 
source, propagation medium (100 mm in PMMA rod), AE transducer and electronic system for 
waveform recording in the frequency domain  (HAE  =  HS  · HM  · HT  · HE). 
 

 
Fig. 12 Velocity of Lamb waves (S0: extensional wave mode, A0: flexural wave mode) for wave 
propagation parallel to fiber orientation . 
 
stimulates a much stronger S0-wave mode than a lead break perpendicular to the plate (as de-
lamination out-of-plane). But the problem of waveform and spectrum influences caused by high 
materials attenuation especially of high-frequency parts and by the AE transducer thereby also 
must be taken into account. That means for polymer-matrix composites there is practically no 
chance of source identification from frequency spectra of AE signals after long wave travel and 
also unless really flat and broadband transducers are used. 

 220  



 

 
 

Fig. 13 Wavelet transform (time-frequency domain) of signals generated by Hsu-Nielsen sources 
in UD-glass-fiber/polypropylene at a distance of 300 mm from the broadband AE transducer 
PAC-S9208 (wave propagation parallel to fiber orientation). 
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7. Conclusions 
 

• AE testing is a powerful method for online detection and analysis of matrix, fiber and inter-
face related active fracture processes in composite materials. 

• A number of tools for identification and evaluation of damage stages and failure mechanisms 
exists. They are based on changes in AE activity or intensity features, location of AE sources 
as well as the analysis of waveforms, spectra and wave modes from AE signals. 

• The methodology of a layer-by-layer stress analysis of laminates combined with AE exami-
nation is a good instrument to calculate critical stresses for inter-fiber and fiber fracture and 
of maximum allowable stress levels for a long life-time. 

• Combination of fracture mechanics studies of delamination and AE measurement gives addi-
tional information on micro-processes and a better micro-mechanical understanding of the 
toughness behavior.   

• Stress waves emitted by fiber breaks cause much higher AE amplitudes than other mecha-
nisms such as matrix cracking. Propagating delamination also produces strong AE sources 
from areas near the delamination tip. 

• At pressure tests “heavy” damages in structures, such as impacts and flaws, are detectable by 
formation of cluster of located high-energy AE sources and a significantly higher AE activity 
and intensity, especially during depressurization periods.  

• From studies of transfer functions of components of the measuring chain it must be con-
cluded that it is difficult to separate micro-failure mechanisms in polymer-matrix composites 
from frequency spectra of AE signals. The source information is mainly distorted by the high 
attenuation of polymer materials related to high-frequency parts of stress waves and the 
transfer function of the AE transducer. 

• Due to all discussed problems it is deduced that an identification of AE sources from fre-
quency spectra of AE signals after long wave travel is not possible. Possibly this could be 
achieved by means of a numerical modeling of AE sources and the wave propagation in time 
and place. For this purpose source function, transfer function of wave-guiding medium, ge-
ometry of the examined structure and characteristic of used AE transducer must be clearly 
defined.     
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Abstract 
 

Petrochemical and nuclear plants are located in coastal area in Japan and tend to suffer 
chloride stress corrosion cracking (SCC) in heat-affected zones (HAZ) of welded stainless steels. 
SCC on the outer surfaces (external SCC or ESCC) of aged storage tanks and pipelines is 
becoming serious problems. Acoustic emission (AE) detection of ESCC of insulated equipment 
is desirable, but no AE signals are produced by chloride-induced transgranular SCC (TG-SCC). 
SCC progression can be monitored by AE only if the fracture of rust in cracks produces strong 
AE signals. We studied characteristics of Lamb-wave AE signals during rust growth in SCC of 
butt-welded SUS-304 stainless steel.  Both pipe and shells were studied as a function of wall 
temperature from 298 K to 253 K. Though the amplitude of AE was low due to small crack 
volumes, we can monitor the progression of SCC by AE technique. 
 
Keywords: External stress corrosion cracking (ESCC), chloride SCC, rust fracture, volumetric 
expansion, Lamb-wave AE, cylinder-wave AE 

 
1. Introduction 

 
Among various types of stress corrosion cracking (SCC), SCC of austenitic stainless steels 

(SS) by chloride anions is the most serious problem in chemical, petrochemical, food and nuclear 
power plants. SCC on the outer surface of equipment and tubing, called external SCC (ESCC), is 
becoming important problems for aged plants. Also health monitoring of new storage vessels of 
spent nuclear fuel for over 40 years is another important technology where SCC can be a 
problem.  

 
Chemical causes of ESCC of austenitic SS are chloride ions from airborne salts and in the 

insulation such as hard urethane rubber, and sometimes vinyl-chloride adhesive tapes in nuclear 
power plants. As the most chemical and petrochemical plants in Japan are located in the coastal 
areas, thermal insulations are contaminated by airborne salts and un-acceptable chloride levels 
are commonly found at present. ESCC tends to occur at equipments whose surface temperatures 
are below approximately 340 K and cracking is generally transgranular.  Wet insulation offers the 
place in which chloride and sometimes fluoride ions concentrate. Takemoto [1] first reported the 
harmfulness of fluoride ions in ESCC.  Fluoride ions appear to come from welding fume and are 
detrimental to sensitized stainless steels below 340 K.     

 
Visual inspection of ESCC, especially under thermal insulation, is time-consuming and 

costly. This inspection is impossible in nuclear-power equipments.  Some petrochemical plant 
owners have recently utilized AE for monitoring the chloride ESCC, but could not detect AE 
signals.  Okada et al. [2] reported no AE from chloride-SCC of SUS-304 stainless steel. They 
attributed this to the active-path-corrosion (APC) mechanism [2]. We recently confirmed that the 
transgranular chloride SCC of SUS-304 SS does not produce AE signals while intergranular SCC 
(IG-SCC) of the same steel does produce low-level AE signals [3].   
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For the ESCCs of process equipments, we have noticed much rusting around the SCC 
observed. Rust growth in fine crevice or cracks, as well those on the free surface, produces 
strong AE signals due to their volumetric expansion during growth [4]. Hard rust in crevice 
sometimes induces additional tensile stresses and resulted in complicated SCC propagation. This 
suggests that we can monitor the progression of SCC and ESCC by detecting the secondary AE 
signals produced by rust fracture in the fine crevice. 
 

We first studied by AE source inversion the fracture dynamics of natural rust produced on 
carbon-steel plates exposed to outdoor weathering for 500 days.  Next we monitored AE signals 
from rusting under SCC.  Three types of experiment were conducted. One is AE monitoring of 
SCC of a butt-welded SS pipe exposed to chloride solution and to heating-and-cooling cycles. 
Second is the AE monitoring of SCC during wet-and-dry operation of a welded shell.  Third is 
the AE monitoring of a clad steel plate (304 SS clad on carbon steel) which suffered severe SCC 
during 12-years of service in salt-producing plants. 

 
2. Fracture Dynamics of Natural Rust by AE Source Inversion 
 

AE signals from natural rust fracture are important not only for SCC monitoring of process 
equipment but also for corrosion monitoring of steel structures exposed to weathering. We first 
studied fracture dynamics of natural rust by waveform simulation of the Lamb-wave AE signals. 
We exposed rectangular carbon-steel plates (40 x 200 x 1 mm) to the outdoor weathering for 500 
days forming on the steel samples with natural rust of approximately 0.4-mm thickness. 
Reduction of the plate thickness was approximately 0.1 mm. Natural rust is composed of γ-
FeOOH (lepidocrysite), Fe3O4 (magnetite, black rust) and Fe2O3 (hematite, red rust).  
 

 
Fig. 1 Atmospheric rust produced on a carbon-steel plate exposed to outdoor weathering for 500 
days.   
 

Using four AE sensors (PAC, PICO) mounted on the surface of the plate as shown in Fig. 1, 
we monitored Lamb-wave AE signals during four-point bending.  Figure 2 shows cumulative AE 
counts as a function of the surface strain. Strong AE signals, as shown in Fig. 3, were detected 
from small surface tensile strains. Waveform simulation of So-packets revealed crack opening of 
1.4 x 10-14 m3 with a rise time of 0.7 µs. It is noted that this source rise time is similar to those of 
hydrogen-induced microcracks in a low-alloy steel [5], but the crack volume is thousands times 
larger than those of the microcracks. As shown in Fig. 4, Mode-I fracture of the surface rust with 
an opening vector in the axial direction is apparent, and this produced strong AE.  We could also 
detect strong AE signals from growing natural rust of steel plate exposed to outdoors weathering 
[6].  As the rust growth takes time, we did not detect the initiation of corrosion by AE, but can 
monitor the progression of corrosion by AE. 
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Fig. 2  Cumulative AE counts vs. substrate surface strain. 

 

 
Fig. 3 Lamb-wave AE signals due to Mode-I fracture of the rust produced by atmospheric 
corrosion. 

 
Fig. 4 Transverse structure of the atmospheric rusts after tensile bending test. 

 
3. AE Signals from Rust Fracture in ESCC of Butt-Welded 304 SS Pipe  
  

In order to study the AE signals from rust growth in SCC, we first produced ESCC on the 
outer surface of a butt-welded 304 SS pipe of 3/4-inch (19-mm) diameter by immersing the pipe 
vertically in a boiling 35 mass% magnesium chloride solution for 410 h.  Circumferential SCC of 
25-mm long was produced by residual tensile stresses in HAZ as shown in Fig. 5.  We also 
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observed severe red rust over the splash zone of the pipe along axial scratch. This rust was later 
found to be produced by axial SCC caused by scratch-induced residual stresses.  It is noted that 
the 304 SS does not suffer any rust over the polished free surfaces in the chloride solution, but 
does suffer severe rusting along scratch and crack by the wet-and-dry condition. 
 

 

Fig. 5 SCC damaged butt-weld 304 
pipe. 

 

•  
Fig. 6 Experimental setup for butt-weld 304 pipe sample. 

 
Next we monitored cylinder-wave AE signals of this pipe during heating–cooling cycles in 

air.  Two monitoring methods were utilized as shown in Fig. 6.  Two AE sensors (PAC R3I) with 
an integral-amplifier were mounted on the pipe edges, and two PICO sensors on the pipe surface 
at 50 mm (left) and 55 mm (right) from the weld line. It is noted that the right R3I sensor was 
150 mm from the weld line and the left one from 70 mm.  
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Fig. 7 Cumulative AE 
counts vs. time. 

 

 

 

 
Outputs of these sensors were amplified by 40 dB and digitized

simultaneously. A solution of 35 mass % MgCl2 was brushed once o
HAZ. The pipe was heated by an infrared lamp to 333 K for 42.6 ks
shows the cumulative AE counts by R3I sensors during a cooling (OF
Here, solid line of “near Ch.1” designates the AE signals whose 
channel-1 sensor or the weld line. Broken line indicates AE signals 
surface close to the channel-2 sensor.  We observed several hundreds A
heating.  Figure 8 presents an example of cylinder-wave AE signals.  F
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waveforms detected by the R3I sensors represents the L(0,1) or breathing mode.  Theoretical 
group velocity of L(0,1) is calculated as 4800 m/s and agrees well with the experimental velocity 
of 4700 m/s.  Source location in the axial direction of the pipe is shown in Fig. 9.  Sources are 
located near the SCC and the right rust on the surface. We next cut the pipe at line b-b’ and 
examined the cross-sectional structure.  As shown in Fig. 10, we found SCC under the rust (a).  
The SCC was filled with rust (b).  This suggests that the AE events shown by the broken line 
(near Ch. 2) of Fig. 6 are from the rust on the pipe surface as well as the rust fractures in the 
SCC.  It is noted that the free surface of the pipe are free from any rust even in the SCC test and 
following heating-cooling cycles, but the SCC accelerates significantly the rust formation.     
 

 
Fig. 9 Estimated AE source location on the pipe. 

 

 
Fig. 10 SCC in the cross-section of pipe (a) and crack in the rust in SCC (b) 

 
As the AE amplitude of the PICO sensor (Fig. 8) was low, we next monitored AE signals 

using M201 sensor (JT-Toshi, with an integral-amplifier). Two M201 sensors were mounted on 
the pipe surface.  One sensor was on the left surface at 15 mm and another on the right surface at 
47 mm from the weld line. Now the left R3I sensor is at 28 mm from the weld line and the right 
one from 71 mm. Figure 11 shows an example of Lamb-wave AE signals by R3I and M201 
sensors.  Amplitudes of AE signals from rust fracture are weak due to small crack volumes than 
that of natural rust formed on the free surface. We, however, can detect AE signals from the rust 
in SCC.    
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Fig. 11 Detected AE waveform by another small sensor (JT-Toshi) 

 

 
Fig. 12 Thin-wall hollow cylinder with SCC damage and sensor location. 
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4. AE Signals from Rust in ESCC of Welded 304 Thin-Wall Shell  
 

AE signals from rust growth in SCC of a thin-wall shell of 304 SS were monitored for 
approximately 16 days.  SCC was previously induced by a MgCl2 solution at 373 K as shown in 
Fig. 12, and more than seven branched cracks were produced across the weld line after 30 days 
exposure to the chloride solution.  Lamb-wave AE signals were monitored by four R6I sensors 
(gain 40 dB) mounted in the cylindrical jigs as shown in Fig. 12.  Inside of the shell was heated 
by an infrared lamp for 8 hours every day. Outer surface of the SCC was subjected to the water 
mist spray for 0.5 h and dried for 3.5 hr cycle.  Figure 13 shows typical AE waves, which were 
moderately strong. Amplitudes of AE were in the range of 80 to 100 mVp-p after 40 dB 
amplification.  Still So-packets were clearly detected by only Ch.-4 sensor, and we located AE 
sources from the arrival times of the first Ao mode waves.  

 

 
 

Fig. 13 Typical Lamb-wave AE signals from rust fracture. 
 

Figure 14 shows AE source location map and AE sources were located near the SCC area.  
Figure 15 shows cumulative AE counts during the test. Masked areas designate the heating 
periods. Surface temperature reached 353 K by heating.  AE generation rate gradually increased 
with time, probably due to the observed rust growth.  After 900 ks (Fig. 16), many AE signals 
were generated during mist spraying with temperature cooling down. This suggests that AE 
signals are generated by rust fracture not only from the rust growth but also from the stresses 
induced by crack faces. 
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Fig. 14 Estimated AE source location of the thin-wall hollow cylinder sample. 

 
Fig. 15 Cumulative AE count and heating cycle history during AE monitoring. 

 
 

 232  



 
Fig. 16 Expanded history of cumulative AE counts after 900 ks. 

 

 
Fig. 17 Surface appearance of SCC on SUS304 steel cladding taken from an evaporator 

circulation pipe of salt-producing plant. 
 
5. AE from Rust in SCC on a Stainless-Steel Clad Plate from Salt Producing Plant 
 

The sample tested is a stainless-steel clad steel plate taken from a pipe in salt-producing 
plant. This SUS304 stainless-steel cladding suffered severe SCC in HAZ after 12 years of 
service, as shown in Fig. 17. Stainless-steel layer (2-mm thick) exfoliated partially from the 
carbon steel base (6-mm thick). SCC reached the carbon steel and is filled with dense rust 
(magnetite) produced by severe galvanic corrosion (Fig. 18).  Dense and hard rust (Hv=280) 
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produced tensile stresses to cause new lateral SCC and accelerated the exfoliation of stainless 
clad layer. This is a sample of internal SCC, but expected to produce strong AE signals by further 
rusting in the cracks.  We monitored AE signals using two R6I sensors mounted on the SS-
cladding surface. Rusting was produced by brushing on a 35-mass% MgCl2 solution in an area 
limited by an O-ring over the weld line. This solution is deliquescent and remains liquid over 
extended period. The sample was heated to 308 K to 318 K by a lamp. Figure 19 shows AE event 
count vs. exposure time. AE events increased after 50 ks exposure, and increased with time 
thereafter. First 50 ks is the incubation time during which new rust is produced. Typical Lamb-
wave AE signals are shown in Fig. 20.  Sources of 20 events are located inside the O-ring.  
 

 
Fig. 18 Transverse SCC through clad SUS304 with hard rust in it and surface parallel cracks 
produced by wedge effect. 

 
     Fig.  19 cumulative AE count vs. time.     Fig.  20 Typical AE waveform of Lamb wave. 
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6. Conclusions 
 

With the aim of remote monitoring of SCC progression by AE, we first studied fracture 
dynamics of natural rust on steel plates by the waveform simulation of So-mode Lamb-wave AE 
signals.  Source rise-times of natural rust fracture are almost the same as those of micro-cracks in 
delayed fracture of high-strength steel, but the crack volumes are thousands times larger than 
those of the delayed fracture. Next, we detected AE signals from the rust fracture in SCC of butt-
welded and clad stainless steel.  We detected a number of AE signals during heating-cooling and 
wet-dry operation of SCC. These AE signals are produced by rust fracture due to the volumetric 
expansion of the rust and due to the fracture forces from the crack wall by thermal cycling. 
Though the amplitude of AE was low due to small crack volumes, we can monitor the 
progression of SCC by AE technique.  
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Abstract 
 

Orthopedic diagnostics per DIN EN ISO 9000 ff requires methods of nondestructive process 
control. Acoustic emission (AE) signals allows the prediction of bone rupture and assessment of 
the tribological status of the knee joint. We have developed an adaptive AE measurement system 
named Bone Diagnostic System (BONDIAS), making the in vivo analysis of the medical status 
possible. 
 
1. Introduction 
 

Quality control in the orthopedic diagnostics according to DIN EN ISO 9000 ff requires 
methods of nondestructive process control, which do not harm the patient either by radiation or 
by invasive examinations. To improve health economy, quality-controlled and nondestructive 
measurements are needed in the diagnostics and the therapy of human joints and bones. Non-
invasive evaluation method for the state of wear regarding human joints and the cracking ten-
dency of bones is not established yet. 
 

The analysis of acoustic emission (AE) signals allows the prediction of bone rupture far be-
low the fracture load. The evaluation of dry and wet bone samples revealed that it is possible to 
estimate the bone strength from crack initiation and thus to predict the probability of bone rup-
ture. Besides the fracture probability of bone, AE allows to assess the tribological status of the 
knee joint. Simple states of wear without inflammation can be separated from states of wear 
complicated by inflammation (arthritis). For the assessment of the tribological knee function and 
by the probability of fracture of the femur, an adaptive AE measurement system named Bone 
Diagnostic System (BONDIAS) was developed. This system makes the in vivo analysis of the 
medical status possible. 
 
2. AE Assessment of Crack Initiation and Crack Propagation in the Human Femur. 

 
Mechanical loading of the femur is accompanied by elastic strain. Due to differences in com-

pliance of the compacta and the trabecular system of bone shear stresses arise in the interface of 
the compacta and the trabecular system, eventually leading to crack initiation. Different mecha-
nisms of cracking were accompanied by different AE from human femora as shown in literature 
[1-6, 8]. An AE signal typical of crack initiation is shown in Fig. 1. It is characterized by a very 
short rise time and an exponential decrease of the amplitudes. 

 
The assessment of crack initiation is very important in the healing process after the bone 

fracture, or during the implantation of an endoprosthesis of the hip, or in cases of osteoporosis. 
Equally important is the development over time of the threshold of crack initiation during the 
healing process or in the cause of a disease. For the assessment of crack initiation of the femur a 
certain mechanical load is afforded. The BonDiaS-System allows applying different ranges of 
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motion and loads especially those, which are typical for the patient´s day-to-day life. These com-
prise e.g. rising from a chair, knee bending, climbing up or down staircases. From the medical 
point of view such mechanical loads are regarded as non-destructive although there is already 
crack initiation in the interface of the compacta and the trabecular system of the bone. These 
micro cracks seem to be essential for the physiological bone remodeling. For the description of 
the development of bone strength over time it is necessary to assess both the threshold of crack 
initiation and the conditions for crack propagation. For the evaluation of fracture toughness fur-
ther examinations of the crack initiation and the crack propagation are necessary. Assessment of 
the geometrical structure by computer tomography (CT) in combination with an experimental 
calibration of compliance allows the evaluation of the fracture mechanics. The two thresholds of 
crack initiation and stable crack propagation, which are needed for this evaluation, follow from 
AE analysis. 

  
Fig. 1  Acoustic emission caused by crack initiation in the compacta-spongiosa interface. 
 
According to the AE analysis, stable crack propagation appears in the transit from area I to 

area II as demonstrated in Fig. 2. This graph shows the total AE counts according to the applied 
load. There is a clear distinction of the transition, which is defined as the load critical for crack-
ing. Based on results gained from explanted femora these evaluations can be performed in vivo, 
now. 

 
The fracture toughness can be calculated from: 

  
K IC = σ π * a * f

a
W







  

Here σ describes the normal stress with respect to the crack plane and a the depth of the crack. 
f(a/W) is a correction function gained by calibration of compliance to take into consideration the 
individual femur geometry and the length of the crack, W. The values of fracture toughness are 

• KIC= 220 [N-mm-3/2] at the transition from area I to area II,  
• KIC= 330 [N-mm-3/2] at fracture load. 

The normal stress σ is calculated individually by FEM analysis based on CT data. To optimize 
the FEM analysis a variety of grid structures are tested at the moment. 

 
This system is well suited to assess for each patient the individual critical load for cracking. 

To know these individual critical thresholds of bone cracking is the key to assess the bone 
strength e.g. in patients recovering from bone fracture or under therapy in cases of osteoporosis 
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or during the implantation of a hip endoprosthesis. It is also the key for all those participating in 
sport activities to the limit of endurance or for those who have the training of bone strength in 
mind. Of course, it is necessary to apply the knowledge gained with this system in all the medi-
cal fields where structure and function of the human skeleton is affected or impaired. 

 

 
Fig. 2: Accumulated momentum of acoustic emission over the applied bending load. 

 

 
 

Fig. 3: AE from a knee joint during knee bending, correlated to the angle of knee flexion. 
 

3. Surveillance of the Human Knee Joint 
 

A natural center of the surveillance of joints is the analysis of the AE from joints moving un-
der typical daily load. Here again, the typical loads comprise e.g. knee bending, climbing up or 
down stairs, but also ergometric examinations. The AE analysis of the knee joint clearly reveals 
cartilage lesions, arthritic degeneration of the knee joint with more or less inflammatory contri-
butions and damage caused by the change of the inclination of the line of thrust [7-9]. Acoustic 
emission from the knee joint (Fig. 3) is registered by a sensor, which is fixed by tapes to the skin 
over the medial condyle of the femur (Fig. 4) during application of the natural load. 

 
As shown in Fig. 3 the AE is registered over time (upper part of Fig. 3) and correlated to the 

angle of knee flexion, i.e., thin line in the diagram in the lower part of Fig. 3. The kinetics of load 
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and motion can reveal non-stationary characteristics, which can be typical of certain diseases. 
Knowing the kinetics of load and motion, the AE offers potential causes for the measured phe-
nomena.  Whether the medial or the lateral femoral condyles or both are damaged can be tested 
by changes of the distribution of load and by the concomitant registration of the emission. 

 

 

Fig, 4  Position of an AE sensor at 
the medial femoral condyle during 
the measurement. 

 

 
Fig. 5 AE from cartilage deformation in a healthy knee joint after the sudden change from a two-
legs stand to a one-leg stand. 

 
The AE analysis allows for a multifaceted assessment of joint defects depending on the range 

of knee flexion medial or lateral condyles can be changed thereby. A short rise time of the AE 
characteristic for cartilage defects is correlated to a low signal damping by the cartilage layers. If 
in that case a cartilage lesion can be verified such a signal is really indicative of a low thickness 
of the cartilage layer in the damaged area. To reach this diagnosis the individual damping charac-
teristics of the knee cartilage have to be assessed. This information is drawn from a simple test. 
The instrumented patient is standing relaxed on the two legs and then he quickly raises one leg. 
The fast increase in load of the loaded leg also initiates reactions in the additionally loaded knee 
cartilage. Acoustic emissions typical of normal cartilage, of arthritis with more or less inflamma-
tory contribution and of cartilage lesions are demonstrated in Figs. 5 to 7. 

 

 239  



Figure 5 demonstrates the AE from a knee joint caused by cartilage deformation due to the 
sudden change from a two-legs stand to a one-leg stand. The intermittent cartilage deformation is 
of visco-elastic nature. The graph of AE over time shows a correlation to the thickness of the 
deformed cartilage. Short signal duration is indicative of a thin cartilage layer. 

 
Acoustic emission from a cartilage lesion is shown in Fig. 6. Articulating cartilaginous coun-

terparts literally “fall” into the cartilage lesion. In reality this process has to be considered as a 
sliding one. Sliding into the lesion (indicated by region 1) over the ingoing visco-elastic edge of 
the cartilage lesion is accompanied by a low energy transfer. The concomitant AE is of low en-
ergy and amplitude. Sliding out of the lesion, however, as shown in region 2, the outgoing edge 
of the lesion is strongly deformed. A higher volume of the cartilage is deformed visco-elastically 
with high energy. This is accompanied by AE with a long rise time representing both the se-
quence of motion and the deformation process of the cartilage. The latter is responsible also for 
this type of amplitude descent. 
 

 
Fig. 6: Acoustic emission from a cartilage lesion. 

 
The AE from an arthritic defect is represented in Fig. 7. Arthritic defects are characterized by 

different events in the course of AE. This can be a signal typical of cartilage lesions where nee-
dle-like signal peaks are superimposed. These signal peaks are usually due to stick-slip effects or 
to the interaction of bone structures in the contact areas. 

 
4. Measurement System BONDIAS 

 
The measurement system BONDIAS has been developed for the automated assessment and 

evaluation of the AE from the human femur and knee joint for the orthopedic diagnosis. Knee 
bending of a patient will release AE in high temporal resolution and well correlated to the angle 
of knee flexion. However, the physician is not left alone with a bundle of data and the task to 
evaluate the AE. He will get the relevant information concerning: 
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Fig. 7 Acoustic emission from an arthritic defect. 

 
• Arthritic lesions in the knee joint: well characterized AE, singular events without a follow 

up of further emission. 
• Acoustic emission due to elevated intra-articular friction caused by e.g. cartilage lesions, 

inappropriate surface roughness, a lack of synovial fluid or other defects: a plethora of 
continuous emission. 

• Crack initiation in the femur: a burst type AE followed by continuous emission, which is 
typical of relaxation phenomena in the crack banks 

 
The energy and the frequency of signals are mostly indicative of the originating events and 

important characteristics for the evaluation of defects. Added also is an analysis of the center of 
thrust under the foot, which reveals [uniformity/non-uniformity] of the motion. 

 
5. Benefits for the Use in Medical Therapy 

 
The non-invasive diagnosis is based on the analysis of AE caused by day-to-day motion and 

load in a well-defined manner. There are several advantages of this diagnostic procedure when 
compared with the established conventional methods: 

 
• No pain is caused by this procedure. 
• This procedure is non-destructive. Mechanical load even beyond the crack initiation 

threshold are typical of day-to-day life and necessary for the physiological bone remodel-
ing to avoid the degeneration of the bone and joint system. 

• There is no health burden through ionizing irradiation as is unavoidable with X-ray ex-
amination and CT. 

• There is no danger of infection since this is a non-invasive examination. 
• The time needed for the assessment of the acoustical emission and the validated analysis 

of data is of the order of seconds to minutes. 
• The expenses for the AE measurement system are small compared to X-ray systems. 
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• The costs per examination including a detailed diagnosis are well below costs of other di-
agnostic procedures and there is no danger of causing further costs by infection as occurs 
with invasive methods, e.g. endoscopic examinations. 

• Diagnostic (real time) monitoring of bone and joint training of e.g. sport professionals 
becomes possible. 
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Abstract 
 

We have examined the wave propagation behavior in aluminum rods and tubes using laser 
techniques along with conventional sensors. The velocity characteristics agree between theory 
and experiment, but substantial signal dispersion effects were observed.  Waveform fidelity is 
completely absent with the use of waveguides. Pointed waveguides often used in practice 
showed less signal broadening.  The wave attenuation is high in certain frequency ranges. Tube 
waveguides showed similar pulse broadening as the solid rod type, but with more attenuation. 
Implications of the observed behavior for the application of AE waveguides are discussed.  
 
Keywords: Waveguides, rods, tubes, wave propagation, dispersion, waveform fidelity 
 
1. Introduction 
 

Waveguides have been used in acoustic emission (AE) testing to protect sensors from ex-
treme environment. Common examples include AE sensing at high and low temperatures, and 
under corrosive chemical solutions and gases. The presence of intense radiation and magnetic 
fields also necessitates the use of waveguides. Rods are typically employed as AE waveguides. 
One end of a waveguide is glued, welded, brazed, soldered, fastened, or pressed to structure, 
while a sensor is coupled to the opposite end. Among many reports of successful uses of 
waveguides, Hsu and Ono (1) used brazed rod waveguides to conduct high-temperature deforma-
tion studies; Rodgers and Tilley (2) are using stud-welded rod waveguides in their work on creep 
crack detection in fossil-fuel power plant piping; Allevato (3) has been using a pointed-end 
waveguides, pressure-coupled to petroleum-refinery vessels. However, no systematic study on 
AE waveguides has been reported (4). Thus, questions remain; Is the rod the best shape?  If so, 
what diameter to use?  Is tube a better waveguide? Can we get more design choices? In some ap-
plications (e.g., cryogenics), tubes can be advantageous due to lower heat conduction and less 
mass. This provided an impetus to compare rod and tube waveguides in typical AE application 
environment. 
 

For the history of wave propagation theory, see (4). Also consult Redwood (5), Graff (6) and 
Rose (7). In rods, simple kinematical theory says that the velocity of wave propagation has a 
fixed value at the low frequency limit, in terms of the Young’s modulus E and mass density ρ, as 
given by  

  Vrod = E / ρ .  
This is called rod velocity or bar velocity and applies to both phase and group velocities. At 
higher frequencies, wave propagation is dispersive and the velocities vary widely. Wave propa-
gation in tubes (or hollow cylinders) has a higher level of complexity due to the presence of in-
ner surfaces. Gazis (8) established the theoretical basis of wave propagation in tubes and derived 
characteristic frequency equations. This theory is the foundation of current understanding of 
waves in tubes.  Nishino et al. (9) examined Gazis theory and clarified the modes of wave propa-
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gation, differentiating certain flexural and torsional wave modes. They also developed computa-
tional software and calculated dispersion relations for several sets of tube geometry. A commer-
cial software package (DISPERSE) is also available. 
 

In this study, we examine the wave propagation behavior in rods and tubes in conditions that 
may arise in typical AE application environment for waveguides.  
 
2. Experiment 
 

Experiment on rod/tube waves mostly utilized a through-transmission technique. A series of 
basic tests utilized a YAG laser (Continuum; 3 mJ output) and a laser interferometer (Thalen La-
ser; SH-140) with 20 kHz to 20 MHz bandwidth. A 140-kHz PZT sensor (Dunegan S140B) was 
used as a receiver with a preamplifier (NF 9913A) or as a transmitter with a 150V, 0.6-µs rise 
time pulser. A more practical series used piezoelectric sensors on both ends. Some pulse-echo 
experiments were conducted as well, especially for higher frequencies. Pulse generator was ei-
ther AE simulator (AE Associates) or ultrasonic pulser/receiver (Panametrics 5050PR or 
5052PR). For transmitter and receiver, AE or ultrasonic sensors of various resonance frequency 
were used; 30 kHz (AET AC30L), 150 kHz (PAC R15), 175 kHz (AET AC175L), 375 kHz 
(AET AC375L), 500 kHz (PAC PICO), 750 kHz (AET AC750L), 1 MHz (Automation Ind., 1 
MHz-0.5”), 2.25 MHz (Automation Ind., 2.25 MHz-0.5”), 5 MHz (Automation Ind., 5 MHz-
0.25”), 10 MHz (Automation Ind., 1 MHz-0.25”).  Most AE sensors were used in pair. Wave-
forms, both input pulse and received and amplified signals, were recorded using a transient re-
corder. Wavelet transform (WT) analysis was performed using AGU-Vallen WT program. 

 
Sample rods used are of aluminum alloy (2024-T3) with diameter of 3.2 mm, 6.4 mm, 9.5 

mm, 11.1 mm and 12.7 mm. Metric rods of 300-mm length were also used and a 10-mm rod had 
a tapered end (1.6 mm end diameter, reduced over 22 mm). Tubes of 6.4 mm, 9.5 mm and 12.7 
mm were used and their diameter-to-wall-thickness (d/t) ratios ranged from 5 to 10. In most ex-
periment, the rod/tube length was ~150 mm, but rods/tubes of shorter and longer length were 
also used. 
 
3. Results and Discussion 
 
3.1 Laser experiments 

Figure 1 summarizes a set of results from laser experiments. YAG laser pulse imparts a fast 
rise-time, short impulse, containing a broad range of frequency.  The spot size is ~1 mm in di-
ameter. Laser excitation and detection require no contact.   

 
When the rod diameter is large, we found a “thick-rod” behavior. Figure 1(a) and (b) show 

the waveforms and WT of 10-mm rod (300 mm length). This is essentially the Green’s function 
of the rod waveguide. The left end corresponds to the laser excitation (at 20 µs). For 10-mm rod, 
the initial waves arrive with the rod velocity at high frequency above 800 kHz, followed by 
stronger packets at 2.8-3.3 mm/µs (arriving at 106 µs). The strong peaks have the peak frequency 
above 1 MHz.  A long 300-kHz slow component starts at 145 µs (2.07 mm/µs) and peaks at 
~290 µs (~1 mm/µs).  This 300-kHz component corresponds to the L(0,1)-rod wave and its fre-
quency is equivalent to the longitudinal waves resonating across the rod cross section. The same 
wave modes were found at proportionately higher frequencies in thinner rods.  Lower frequency 
components below 225 kHz are absent. Reverberation continues beyond 10 ms. Initial 3.9-ms 
portion is shown in Fig. 1(b). In this figure, the digitization rate is lower and the first strong peak 
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amplitude is reduced.  The observed reverberation has irregular amplitude variation without any 
end reflections.  This is apparently caused by the spot excitation, producing complex wave-mode 
coupling. These figures represent the thick-rod behavior. 
 

 
Fig. 1 (a) Laser input on 10-mm rod, laser sensing;  Time: 390 µs, Frequency: 0 – 1000 kHz. 

 
When the rod diameter is small, we observed a “thin-rod” behavior. In 3-mm rod waveguide, 

the waveforms and WT show much more regularity, as shown in Fig. 1(c). Here, the low-
frequency (50-250 kHz) reverberation is the dominant feature.  The main wave packet arrives at 
the rod velocity of 5 mm/µs and has the peak frequency of 100 kHz. The wave packets have WT 
coefficient extending to 500-750 kHz.  This higher frequency tail follows the predicted disper- 
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(b) Waveform to 3.9 ms, laser-detected on 10-mm rod from laser excitation. Extension of (a). 
 

 
Fig. 1(c) Laser input on 3-mm rod, laser sensing; Time: 440 µs, Frequency: 0 – 1000 kHz. 
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(d) Laser input on pointed 10-mm rod, laser sensing; (e) Laser input on 10-mm rod, S140B; 
Time: 390 µs, Frequency: 0 – 1000 kHz.   Time: 1200 µs, Frequency: 0 – 500 kHz. 
 
dispersion curve. Much weaker, slow L(0,1)-component was found at 1 MHz. This thin-rod be-
havior provides much higher amplitude for the same excitation and a narrower wave packet. For 
6-mm rod, this L(0,1)-component was more prominent at 400-650 kHz and the reverberating part 
was barely visible. That is, it is basically the thick-rod waveguide. For 5-mm rod, reverberation 
was stronger, showing the transition behavior between thin and thick rods. 
 

These findings indicate that thin rods allow low frequency signals to propagate with low at-
tenuation.  These signals reverberate for more than several ms. In thick rods, higher rod wave 
modes are excited and propagated, but the low frequency signals are absent.  This may originate 
from the spot laser excitation.  The slow component observed at 300 kHz for 10-mm rod, and at 
1 MHz for 3 mm rod propagate at 2 mm/µs or slower. This part is L(0,1) mode, having the fre-
quency-radius product of 1500 kHz-mm.  Since L(0,2)-mode has diminishing group velocity at 
1800 kHz-mm, this is unlikely to be the origin of the slow component. As noted previously, the 
frequency matches the wave transit time across the diameter, suggesting a resonant mode.  In 
fact, this slow mode is absent when a pointed waveguide was excited as shown in Fig. 1(d). This 
may be also related to the small spot size of laser excitation.  When laser impulse hit the pointed 
end, excited wave starts to spread in the waveguide, helping to establish the L(0,1)-mode from 
300 kHz to 1 MHz.  This shortens the wave packets in the pointed waveguide. While reflected 
waves are still observed, an extended display in Fig. 1(f) shows that pointed waveguides provide 
a better signal definition than normal thick-rod waveguides.  

 
Figure 1(e) shows the waveform detected using a resonant sensor (Dunegan S140B) on laser-

excited 10-mm rod. Here, only 300 kHz WT coefficients are found. Notice the complete
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absence of 140-kHz component in the 10-mm rod. 300-kHz waves are extended over a long pe-
riod, obscuring the reflected waves.  Sensor coupling, however, produces damping effect and 
limits the reverberation to a few ms.   
 

 
 

(f) Waveform to 1.5 ms, laser-detected on pointed 10-mm rod from laser excitation. Same as (d). 
 

This set of experiment shows that, in all cases, waveform fidelity is lost. Further, the ob-
served waves in rod generally agree with the calculated dispersion curve, except for the trailing 
part of the L(0.1)-component. However, it appears difficult to understand which parts of the 
waves have propagating modes and to predict high amplitude modes.  This is especially true in 
the thick-rod behavior. Further, the low-frequency parts found in thin rods propagate with low 
attenuation, producing many reverberating pulses.  The absence of low frequency components in 
thick rods may be an anomaly due to the spot excitation, but further study is needed. 
 
3.2 Rod waves with sensor input 

Typical results are shown in Fig. 2 when a pulsed sensor generates input waves and another 
sensor detects at the opposite end. Input pulse (30 kHz, 150 µs duration) was fed to a 30 kHz 
sensor and received directly or through a rod of various diameters (152-156 mm length). Re-
ceived pulses are shown with the plot length of 2.5 ms and show substantial broadening (1 to 
>2.5 ms) and multiple reflections from the rod ends. At 370 kHz, the individual packets are more 
distinct, but the received pulse trains are still much longer than the input. Considering the imped-
ance mismatch between the sensor faces and aluminum, attenuation of 12 dB is expected, but 
generally the amplitude loss is less as shown in Fig. 3. Amplitude loss due to smaller diameter 
rod is expected to be proportional to diameter, and this trend is observed for 370 kHz. At other 
frequencies examined, this loss was less than expected. Group velocity measurements mostly 
agree with the prediction from theory, as seen in Fig. 4. These values were obtained using the 
reflected wave packets, rather than the comparison between the main peaks with or without 
waveguide. Apparently, main peaks are comprised of different modes, especially in the case of 
face-to-face experiment and direct comparison is not feasible. 

 
From these observations, we find that 6.4-mm (1/4”) rod is best as a waveguide for typical 

AE frequencies. Here, the rise time is short, the main peak is well defined and amplitude loss is 
only slightly lower that the best cases. Still, it is necessary to utilize long duration settings for hit 
definition because the pulse broadening is substantial. Fortuitously, 6.4-mm waveguides appear 
to be the choice of industry due to adequate rigidity and ease of handling. 
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Fig. 2 Typical transmission waveforms. 30 kHz. Insert at top left is the input on the same time 
scale. Rod waveguides of 12.7, 11, 9.5, 6.4 and 3.2 mm diameter had length of 152 to 156 mm. 
3.2-mm waveguide data magnified 10x. 2.5 ms plot length with 2 Msample/s rate. 
 

 
Fig. 3 Observed insertion loss due to rod waveguide. Insert is a log-log plot. 

 
In reference to the dispersion curves, we should avoid using a waveguide corresponding to 

the slow velocity trough of the L(0,1) dispersion curve and to rapidly varying velocity. High at-
tenuation occurs due to dispersion. Conversely, ideal range is the low frequency limit, where the 
dispersion effect is minimal. In Fig. 4, when the frequency-thickness product, ft, is below 500 
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kHz-mm, the group velocity variation is small. Another region is when multiple modes coincide; 
e.g., in Fig. 4, this corresponds to ft = 2000 kHz-mm when L(0,1) and L(0,2) overlap. Good 
transmission of 12.7-mm waveguide at 370 kHz appears to result from the mode overlap. 
 

 
 

Fig. 4 Group velocity for rod waves, L(0,1) and L(0,2), and experimental results (+). 
 
3.2 Tube waves  

Waves in tubes have many different modes; L-mode: axially symmetric: F-mode: non-axially 
symmetric: and T-mode: displacement in the circumferential direction. For AE waveguides, L- 
and F-modes are involved and they are equivalent of S- and A-modes of plate waves. 

 
Waveforms again exhibit strong broadening as shown in Fig. 5. These four waveforms are 

for a rod of 12.7-mm diameter and for tubes of diameter-to-wall-thickness (d/t) ratio = 5, 8 and 
10 with the center frequency of 370 kHz. Additional attenuation loss of 11-12 dB is found in 
comparison with the solid rod case (d/t = 2).  The d/t ratio has small effect on the peak ampli-
tude. At high d/t, this represents better transmission per unit mass. At 175 kHz, pulse broadening 
is particularly strong and the attenuation varies with d/t. For d/t = 8~11, the variation of diameter 
affects the broadening and attenuation in unexpected manner. For tubes of 7.9 and 9.5 mm, 
broadening stretched to 400 µs, but for those of 12.7 and 6.4 mm pulse width was ~200 µs. The 
peak amplitude was the highest for the 6.4 mm tube. These effects are naturally dependent on 
frequency. 
 

From experiment covering 30-1500 kHz, 6.4-mm tube is the best among tubes tested. It pro-
vides the least broadening, relatively short rise time and the lowest attenuation. It is clear, how-
ever, that waveform fidelity cannot be maintained. Significant pulse broadening is found in all 
the cases examined. Thus, waveform-based AE cannot be practiced using waveguides. Another 
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Fig. 5 Waveforms from transmission experiment with tubes of different diameter at 370 kHz. d/t-
ratios ranged from 7.8 to 11.2. Note high amplitude on 6.4 mm data. Display range: 422 µs. 
 
rule of waveguide usage is to avoid the frequency-thickness ranges that result in a dip on the ve-
locity vs. ft curves. Such a region produces strong dispersion effect and results in high attenua-
tion and pulse broadening as in the case of rod waveguide. This can be found from calculated 
dispersion curves, but trials may be needed when the calculation is unavailable. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Group velocity data; theory (for d/t = 3, 5 and 10). Experiment with d/t = 7.8 (solid circle) 
and d/t = 8.6 (circle with +). 
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As for the dispersion behavior, experimental velocity generally agrees well with calculation. 
This is illustrated in Fig. 6, which shows typical data for measured group velocity for tubes with 
diameter-to-wall-thickness (d/t) ratio of 8.6 and 7.8. Again, it is difficult to predict the range of 
frequency or mode that provide low attenuation.  
 
4. Conclusions 
 
1. Waveguides are useful in expanding the condition of AE sensor usage. However, significant 
pulse broadening occurs. One must avoid using waveguides for achieving waveform fidelity. In 
fact, some common sample shapes must be reevaluated for use in waveform-based AE testing.  
2. In using rod waveguides, pick low “ft” region with Vrod or when L(0,1) and L(0,2) curves in-
tersect and avoid “Velocity Trough”, where propagation velocity dips sharply. Tubes add addi-
tional attenuation (of up to 12 dB in the conditions evaluated).  
3. As practical AE waveguides, commonly used 6.4-mm rods are apparently the best choice and 
a pointed end improves pulse definition.  
4. Consider pulse broadening in AE setup so that individual events are counted appropriately. 
For detecting surface or plate waves, other design guide is needed as attachment or coupling de-
sign influences the transfer of waves onto the waveguide.  
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Abstract 
 

Structural damage in materials is a “top priority” to be investigated by material scientists all 
over the world.  The future or limit of a material to be used in structural applications depends 
upon it, as safety and environmental protection are important issues in national policies. The 
acoustic emission (AE) technique offers the possibility to listen to the damage process when and 
where it occurs.  This paper focuses on a number of cases investigated at the department MTM 
using AE to analyze damage in various application fields. The tools handled to interpret the AE 
signals, the relation between AE and the residual properties and the additional understanding of a 
particular material behavior will be outlined.  The fatigue damage of CFRP, the curing of 
concrete and the corrosion of carbon steel and stainless steel will be discussed as case studies. 
 
Introduction 
 

The acoustic emission technique is a “passive” method, which detects the elastic energy 
released when microstructural changes in a material or a process take place.  The AE sensors, 
mostly PZT transducers, resonant or broadband, are used to pick up the elastic stress waves from 
the material and convert them into an electrical signal.  This electrical signal is further processed 
by filters, amplifiers and a signal processing unit on a PC.  Depending on the application the 
correct frequency bandwidth has to be chosen to ensure the best sensitivity of the detection 
system for the phenomena to be measured. The sampling rate also depends upon the latter. The 
further tuning of the signal-to-noise ratio (filters/amplifiers) can be done to optimize the 
monitoring conditions. For the analysis of the AE data it can be of help that with the AE signal 
also a recording is done of the time of loading or the loading itself (mechanical or thermal).  
From the AE signal itself the following parameters or AE characteristics are recorded: amplitude, 
duration, AE (ringdown) counts, rise time, energy, slope, frequency, modal content of the AE 
signal, AR (auto regressive) and wavelet parameters. 
 
Case study 1: Fatigue damage monitoring of carbon fiber-reinforced epoxy laminates with AE 
 

Tension-tension fatigue tests have been performed on quasi-isotropic (0°, +45°, 90°, -45°)s 
carbon-epoxy laminates at different R-ratios.  The typical damage development curve of this type 
of laminate lay-up is depicted in Fig. 1.  From this curve it is said that the first increase in dam-
age is caused by matrix cracking (stage I). Matrix cracking is then followed by a steady state 
growth of delamination in stage II and in the final stage III fibers are broken leading to the final 
failure of the composite. 
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Fig. 1  Typical damage development curve for quasi-isotropic composites. 

 
In Fig. 2, where the total counts of the “filtered” AE are depicted as a function of fatigue cy-

cles of a fatigue test run at Smax = 70% of the UTS and R = 0.3 at a frequency of 3 Hz, the shape 
of Fig. 1 can be identified as well. Elaborate studies of the damage development, using replica’s, 
X-ray radiography with penetrant and ultrasonic C-scan identified matrix cracking in stage I, 
more matrix cracking and delamination in stage II and fiber failures in stage III. The filter con-
sisted of only counting the AE counts in the upper 20% of the sinusoidal loading cycle, which 
hereby excludes the AE signals generated by crack closure. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2  Cumulative counts versus cycles 
for filtered AE. Smax = 70% UTS, R = 0.3. 

 
Taking this evidence into account an attempt was made to model the fatigue behavior of the 

composite using the AE counts as an input. 

For stage I it was obtained that:  nI = nini + nf,  

where nini is the cumulative counts during quasi-static loading and nf the cumulative counts dur-
ing fatigue loading. Here, dn/dN = A1 σ2c

max / cnc-1,  
so  

nI = (A1 σ2c
max N + nc

ini)1/c  

and A1 and c constants to be defined as a function of the applied stresses.  
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For stage II the variation of the cumulative counts with fatigue cycles  
dnII/dN = A2 (∆σ/σu)γ  

with A2 and γ the constants to be defined by plotting dnII/dN as a function of ∆σ/σu, being the 
fatigue stress amplitude divided by the tensile strength of the composite.  It was found that for 
this composite A2 = 32.3 and γ = 10.2.  

 
For stage III a problem arises when the final damage development is not located in between 

the monitored region as was the case for a ‘certain’ number of fatigue tests. [1] 
 

The results presented indicate clear that the damage development in a composite can be 
monitored with the acoustic emission technique whenever the whole critical area is being moni-
tored and the modeling of non-linear behavior (D) can be done based on AE data from the criti-
cal region when the modeling parameter is related to physical damage.  Once the material behav-
ior is characterized by such curves, monitoring the slope of the AE cumulative counts with the 
number of fatigue cycles can identify the damage stage the quasi-isotropic composite material is 
in. 
 
AE system used: Vallen AMS-3 AE System, DECI 375M AE-sensors 
 
Case study 2: Cure monitoring of concrete with AE 
 

Another application of the use of AE is the on-line monitoring of curing processes in freshly 
poured concrete.  The ultimate goal for monitoring concrete during its setting is to predict the 
long-term behavior of concrete and to interpret the dependence of this behavior on the initial 
composition and initial drying conditions of the concrete. [2]   

 
Preliminary monitoring tests were performed in the laboratory, using a curing cell (Fig. 3) of 

200 x 150 x 100 mm, instrumented with 2 AE sensors, a temperature sensor (T) and 2 ultrasonic 
transducers (U).  Concrete of the following composition was used: 1.88 kg sand, 3.57 kg aggre-
gates, 1.35 kg CEM I 42.5R, 0.45 l water and 13.5 ml Rheolmild.  The curing cell was placed in 
an environmental chamber (Heraeus-Vötsch Climate Cabinet VLK 04/150) to isolate it from 
variations in outside temperature and humidity.  However, the climate conditions were not con-
trolled, allowing variations in temperature inside the concrete sample. 

 

 
 
Fig. 3  Top view of the curing cell instrumented with 2 AE sensors, a temperature sensor (T) and 
2 ultrasonic transducers (U). 
 

The curing process during the first 72 hours was monitored, measuring the cumulative counts 
of the AE events due to cracking, which is caused by the setting of the material during 
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hardening.  Apart from real curing related AE events, the received AE signals (Fig. 4a: original 
data) also consist of mechanical noise and EMI signals.  The high frequency signals (Fig. 4b) can 
easily be distinguished from the low frequency AE events (Fig. 4c) and were filtered out by ap-
plying a low pass filter on both channels, generating the “filtered” AE data (Fig. 4a). 
 

b.a. 

c.

Fig. 4 (a) Cumulative counts of the original AE data and the “filtered” events: (b) Example of a 
high frequency signal (spurious AE event): (c) Example of a low frequency AE event. 
 

Simultaneously with the AE measurements, the temperature inside the concrete cell was reg-
istered and the evolution in the compressional wave velocity during hardening was derived from 
the time of flight of an ultrasonic compressional pulse, which was sent through the sample every 
10 minutes.  Figure 5(a) illustrates the correlation between the cumulative counts of the filtered 
AE events and the temperature variations inside the concrete sample.  A first increase in the AE 
events after 9 hours corresponds with an increased inside temperature.  Figure 5(b) shows that 
this increase in AE events occurs when the compressional wave velocity is almost stabilized.  
The first, and most important, increase in temperature is caused by an acceleration of the exo-
thermal hydration reactions, which reach a peak value after 11 hrs, when the hydration reaction 
is at its maximum efficiency.  This acceleration is also noticed in the evolution of the compres-
sional wave velocity in time, indicating a stage of increased hardening.  When the hydration re-
action is at its maximum efficiency, the concrete sample is almost completely cured, and the ve-
locity remains at a more stable level after 11 hrs.  The first increase in the cumulative counts of 
the filtered AE events can thus be explained by intensification in microcrack generation at the 
final phase of the main concrete setting and shrinkage process (<20 hrs).  At  later stages, 

 
a. b. 

Fig. 5  Cumulative counts of filtered AE events in comparison with (a) the variations in inside 
temperature and (b) the evolution of the ultrasonic wave velocity. 
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microcracking is caused by further curing and by temperature variations due to day/night cycles, 
which are also detected in the cumulative counts of the filtered AE events.  
 
AE system used: Fracture Wave Detector, Digital Wave Co., VS375-M 340 AE-sensors  
 
Case study 3: Corrosion monitoring of carbon steel and stainless steel by means of advanced 
data analysis and AI techniques on AE signals 
 

Many failures in chemical process installations are due to corrosion processes. Literature  [3] 
mentions that annually 3 to 5 % of the G.D.P. in industrialized countries is lost directly or indi-
rectly due to corrosion processes. Conventional non-destructive testing techniques are most fre-
quently used to evaluate corrosion in chemical installations [4]. All these techniques are typically 
applied when the installation is taken out of service during periodic inspections. These tech-
niques are insufficient when a considerable amount of corrosion has taken place between two 
periodic inspections.  

 
A continuous corrosion monitoring system obtrudes. Acoustic emission offers the possibility 

to listen continuously to the materials while damage is developing. Typical AE signals could of-
fer operators the alarm to inspect installations while damage is occurring. By immediate response 
to the occurring damage one can avoid that aggressive chemicals are liberated such that risk for 
people and environment is minimized.  

 
This case study focuses on identifying 3 most important corrosion processes for chemical in-

dustry by means of the acoustic emission technique: uniform corrosion, pitting and stress corro-
sion cracking (SCC).  Corrosion processes were induced on carbon steel (DIN 1.0038) and 
stainless steel (DIN 1.4541). The number of selected signals for each corrosion process is: 

 
• 102 pitting events (brackish water + FeCl3 1% at 60°C) 
• 43 SCC signals in stainless steel (CaCl2 40% at 80°C) 
• 42 SCC signals in carbon steel (Ca(NO3)2 60% at boiling point) 
• 81 uniform corrosion signals in carbon steel (H3PO4 10% at room temperature) 

 
The generated AE signals in the different corrosion processes are highly dependent on the 

geometry of the material. In order to guarantee reproducible results and to facilitate up scaling 
from laboratory to chemical plant installations the research focused on a fixed geometry of a ref-
erence probe to monitor the signals. The corrosion damage on the probe needs to be representa-
tive for the damage on the chemical installation. This implies that the material of the probe un-
derwent the same treatment as the material of the installation. Critical stress locations in the in-
stallations need to be identified, the same stresses need to be applied to the reference probe. The 
experimental set-up has been published in [5, 6].  

 
Two reference probes are partially submerged in the corrosive environment. When transient 

signals are detected simultaneously these are likely due to system influences (flow of the chemi-
cal or pressurized air) or due to environmental influences (electromagnetic interference, me-
chanical vibrations, etc.). The third probe is placed in a non-corrosive environment. Simultane-
ous transients on all 3 probes are due to environmental influences. Transients that could be re-
lated to system or environmental influences are not retained within the data analysis. 
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Data analysis  
Different steps were undertaken to achieve an automatic classification of the different corro-

sion processes.  First, different filtering (denoising) techniques were tried out to increase the sig-
nal-to-noise ratio.  The filtering techniques applied are: spectral subtraction [7], NLMS (normal-
ized least-mean-squares adaptive filtering) [8], signal subspace filtering and an enhanced form of 
signal subspace filtering [9].  

 
Second, the denoised time signals are transformed for feature extraction. The transformations 

applied are: FFT (fast Fourier transform), AR model (auto regressive model) [10] and a wavelet 
transform [11]. The FFT allows characterizing the time signals in frequency domain, the AR 
model in time domain and the wavelet transform in frequency-time domain. The best results in 
classification were obtained in frequency domain (FFT). 512 samples were selected in each time 
series and the FFT was applied. This results in 512 samples in the frequency domain. Only half 
of the spectrum is retained because real time series result in a symmetric spectrum, the second 
half contains no additional information. 

 
Third, the information in the frequency domain, 256 frequencies with corresponding ampli-

tudes, is compressed in a few parameters. The principal component analysis (PCA) [12] was ap-
plied to extract important parameters from the frequency domain.  PCA finds projections of the 
data such that variance in data is maximal after each projection, with the constraint that projec-
tion axes are orthogonal. 

 
In a fourth step the visualization of the data is done by estimating the probability density 

function (PDF) of the data in 2D space, after projecting the frequency data on the 2 most impor-
tant principal axes (vectors) of the PCA. If different corrosion processes fall apart in different 
clusters, a classification machine should be successful in separating different corrosion proc-
esses. Different clusters can be detected by means of the maxima in the PDF. This allows deter-
mining qualitatively the quality of the transform on the time series, after PCA, independent of 
the chosen classification procedure. The density was estimated by means of an unsupervised neu-
ral network: Kohonen self-organizing map [12], see Figs. 6 and 7. 

 

 
Fig. 6  Visualization of data. Every time series is reduced to 2 parameters (by means of PCA) for 
which the values are put on the X- and Y-axis. The grid overlaying the data is the Kohonen self-
organizing map. The crossings of the grid are the neurons of the neural net. The neurons are dis-
tributed over the data in order to represent the density of the data. 
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Fig. 7   Probability density estimate, derived from data in Fig. 6 by putting Gaussian kernels on 
the grid crossings over the neural net. Maxima in the density estimate represent different clusters.  
Every cluster corresponds with a different corrosion class. The density estimate allows describ-
ing the transform (and PCA) qualitatively independent of the classification procedure. 
 

The kernel widths of the Gaussian kernels, which are centered on the neurons, are tuned 
automatically by using the least-squares cross-validation method [13]. Only for the FFT different 
corrosion classes resulted in separate clusters, see Fig. 7. The wavelet transform merged all data 
in 1 cluster. The AR model merged pitting and SCC in 1 cluster and resulted in a separate cluster 
for uniform corrosion.  From this it can be concluded qualitatively that the FFT is the most ap-
propriate transform to distinguish between different corrosion classes. 

 
For quantitative assessment of separability, the least squares support vector machine (LS-

SVM) [14] classification procedure is used. The function to be minimized in LS-SVM’s is de-
fined by: 
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For a binary classification problem the classifier y(c) takes the form:  

 ( )bsigny T += )(.)( cwc ϕ  (3) 

The w in (1) is related to the margin between different classes in the feature space. Minimizing 

ww .
2
1 T results in maximizing the margin, see Fig. 8. 

 In SVM’s the input space is defined by the data points: the ck. The feature space is defined by 
the ϕ(ck), see Fig. 8.  The ϕ-mapping is a transformation to a higher dimensional feature space.  
In this higher dimensional feature space a linear separation is made between the different classes.  
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Fig. 8 In the feature space a linear decision 
boundary is computed. 2/||w||2 is the margin be-
tween the 2 different classes.  

X : data points of a 1st class.  
+ : data points of a 2nd class. 

The second term in (1) tries to minimize the classification error. When γ is large less training 
examples will be misclassified, but this might result in over-fitting. The margin will allow for 
generalization. yk in (2) is the class label, for a first class this is chosen +1 for a second class –1. 
The 1 on the right hand side in (2) is a target value, and in case of overlapping distributions be-
tween classes some error ek is allowed on the target value. 
 

The constrained optimization problem (1)-(2) can be solved easily by defining the Lagran-
gian of the problem:  

 
   
L(w,b,e;a) = J p (w,e) − α k yk wT .ϕ (ck ) + b  −1+ ek{ }

k=1

N

∑   (4) 

In the general case the ϕ-mapping can become infinite dimensional and a so-called dual 
problem is solved. The dual problem is defined by the search for the optimal Lagrangian multi-
pliers: α1, α2… αN of the constrained optimization problem, where a = {α1, α2… αN}. Solving 
the primal problem corresponds to searching for the optimal w. It can be shown that optimal α is 
found by solving a set of linear equations. The advantage of the dual problem is to circumvent 
the problem of the possible infinite ϕ-mapping. The classifier in the dual space takes the form: 
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with  K(c,ck) = ϕ(c)T.ϕ(ck) (6) 
 
 By solving the dual problem all ϕ disappear and are replaced by kernel functions K(c,ck) of 
the form in (6). This is known as the kernel trick. In practice different kernels can be chosen: lin-
ear, polynomial, radial basis function (RBF), etc. The RBF kernel takes the form: 
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For the classification problem both the linear kernel and the RBF-kernel were tried out, re-

sults were slightly better with the RBF-kernel. Classification results were always better for the 
data after the FFT compared to the wavelet transform and the AR-model. This could be expected 
while the FFT was the only transform that resulted in separate clusters for each corrosion class. 
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Fig. 9  Decision boundaries computed by the LS-SVM. These time series are obtained from ex-
perimental conditions when no corrosion process could be expected. All symbols are time series, 
with information compressed in 2 parameters after FFT and PCA. Ck’s are represented by the 
data points. 
*: Pitting;  : SCC; + : uniform corrosion;  ○ : time series without active corrosion processes.  
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Fig. 10 Decision boundaries computed by the Bayesian classifier. Observe that  

the decision boundaries in Figs. 9 and 10 are very similar. 
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The separation between different corrosion classes: SCC, pitting, uniform corrosion and time se-
ries in absence of corrosion could be achieved with about 2% classification error on average. 
The classification performances are obtained using the 10-fold cross-validation technique. Best 
results are obtained when using the spectral subtraction filtering technique. Figure 9 shows an 
example of the decision boundaries computed by the LS-SVM. Figure 10 shows an example of 
the decision boundaries computed from a Bayesian classifier. In this case density estimations are 
obtained from the four different classes and the c’s are assigned to the class with maximum a 
posterior class probability: 

( | , ) ( )arg max ( | )
( | )
i i i

i
i

P C P Cj P C
P

= =
c θc

c θ
  (8) 

Ci represents the class and iθ  is the set of parameters that determines the class conditional den-
sity, ( | , )i iP Cc θ . θ  is the set of iθ  parameters: { }1 2, ,  ... N=θ θ θ θ , where N is the number of 
classes. 
 

Density estimations are obtained by the minimum message length (MML) criterion for Gaussian 
mixture models (GMM) [15]. Observe that the decision boundaries obtained in Figs. 9 and 10 are very 
similar. There is no statistically significant difference in classification performance obtained between 
both classification paradigms for this particular data set. 
 

All programs were partially developed in the C-programming language (Kohonen self-
organizing map) and MATLAB. The LS-SVM was available as a software tool, developed at the 
Department of Electrical Engineering (ESAT), at the Katholieke Universiteit, Leuven. 
 
AE system used: Fracture Wave Detector, Digital Wave Co., B1025 Digital Wave AE-sensors 
 
 
Conclusions 
 

Modeling the material behavior based on NDT data is gaining more interest as the confidence 
in the techniques increases, as the relation with physical damage is proven.  The on-line monitor-
ing of fatigue in CFRP laminates and of the curing of concrete with AE results in cumulative AE 
counts which after filtering offer the input data to model the damage behavior of the material. 
The AE technique offers parameters linked with physical damage to do the modeling with. 

 
Sophisticated signal processing of the AE signals is also presented in order to extract features 

from the time signals; subsequently these features are used as input for a classification machine 
in order to identify different corrosion processes. 
 

Case study 1: Research funded by the EC human capital and mobility fellowship, 
Case study 2: Research funded by the FWO, Flemish Fund for Scientific Research,  
Case study 3: Research funded by a Ph.D. grant of the Institute for the Promotion of  

                    Innovation through Science and Technology in Flanders (IWT-Vlaanderen). 
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THE EFFECT OF WAVEGUIDE MATERIAL AND SHAPE ON  
ACOUSTIC EMISSION TRANSMISSION CHARACTERISTICS 

 PART 1: TRADITIONAL FEATURES 
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Abstract 
 

This paper presents the effects of varying waveguide material and/or shape on traditional 
acoustic emission characteristics of pulsed events. Forty-eight solid cylindrical waveguides were 
fabricated from alumina ceramic, mild steel, stainless steel (SS316), 2024-T3 aluminium or ex-
truded Delrin.  Three different lengths, two diameters and four sensor face angles were tested.  
The effects of a point at the source end of the waveguide were also verified.  Results show that 
although ceramic guides attenuate the signals more than commonly used grades of steel and alu-
minium, waveform fidelity is less affected.  Points also had a negative effect of all AE features 
and waveform profiles.  
 
Keywords: acoustic emission testing, waveguides, buffer rods, wave propagation. 

1. Relevant Ultrasonic Theory 

The solutions to the general wave equation for acoustic waves travelling through infinitely 
long isotropic cylinders are detailed in references [1-3].  However, there are several key points 
applicable to this research work that will now be summarised. 

 
Longitudinal (axially symmetric) wave modes in an infinitely long cylinder vary with radial 

and longitudinal distance along the cylinder but are symmetrical around the circumference.  The 
relationship between longitudinal phase velocity and frequency is known as the Pochammer-
Chree equation and resembles the Lamb dispersion relationship in plates.  Its solution is well 
documented and can be found in the aforementioned references.  

 
Group velocities also vary with frequency in a similar fashion.  Fig. 1 depicts the first two 

longitudinal phase and group velocities for one of the materials tested in this study.  It can be 
seen that the fundamental mode approaches a constant speed as frequency approaches zero.  This 
limiting speed corresponds to the longitudinal rod speed, c L = E ρ  where E is the Young’s 
modulus for the material and ρ is the density.  As frequency increases the first longitudinal 
modes asymptote to the Rayleigh velocity.  Rayleigh waves are surface acoustic waves in which 
longitudinal and shear modes couple together and travel at a common speed; it is always less 
than the transverse speed by 5 to 15% [4]. They also decay rapidly with depth and therefore dis-
placements are confined to within one order of Rayleigh wavelengths from the surface. Higher 
longitudinal modes have cut-off frequencies below which they will not propagate, and above 
which they are dispersive. Torsional waves (through an infinite cylinder) propagate with one 
constant phase velocity equal to the shear (or transverse) speed: 

  
cT =

E
ρ
⋅

1
2(1+ν)

      (1)
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where ν is the Poisson’s ratio. Again, higher phase modes are dispersive and each has a unique 
cut-off frequency below which these modes will not propagate as evident in Fig. 2.  Cut-off fre-
quencies are a function of the rod diameter (due to the changing velocity), but independent of 
length.  All torsional group velocities are dispersive. Similar, but mathematically more complex 
relationships govern the dispersive characteristics of flexural (anti-symmetric) waves in rods; 
these are described in reference [4]. 
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Fig. 1  First two longitudinal modes showing normalised phase and group velocities (latter are 
shown as dashed lines) for an 8-mm SS316 infinitely long rod waveguide.  Wave speed is nor-
malised with respect to transverse wave speed, given in equation (1), whilst frequency is in kHz. 

 
Fig. 2  First four normalised torsional phase velocities for 8-mm diameter, infinitely long wave-
guides of different materials.  Wave speed is normalised with respect to transverse wave speed, 
given in equation 1, whilst frequency is in kHz.  
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At very narrow diameters, cut-off effects act like a high pass filter, leaving only lower order 
modes as the means by which low frequency longitudinal, torsional and flexural waves can be 
transmitted.  Conversely, above a certain frequency, which is a function of rod diameter and ma-
terial properties (namely E, ρ, and ν) speeds approach their limiting values and dispersion will 
no longer occur.  In this interim region however, where wavelength is in the same order as the 
rod diameter, significant dispersive effects can be expected.    

In addition to dispersion, AE bursts are attenuated as they travel through the material.   Some 
of this energy loss is caused by friction and thermal conductivity and occurs in all materials, in-
dependent of frequency.  However in compounds with larger grain sizes, such as plastics or 
composites, frequency-dependant attenuation can increase significantly (by up to 3 orders of 
magnitude).  Attenuation is also generally greater for transverse waves than for longitudinal 
modes.   Finally, it is important to recognise that AE sensors are not equally sensitive to all wave 
modes, causing further apparent signal reduction of various modes.   

One side effect of dispersion is the tendency of AE bursts, which are made up of numerous 
waves of different polarizations and consequently different speeds, to lengthen in time as they 
move further from the source.  Called mode separation, continuous transformation between 
modes exacerbates this effect [5].   

In a finite rod, wave motion becomes even more complicated due to reflections from, and 
resonance at, both ends [6].  Acoustic waves are partially reflected and transmitted at every inter-
face, the relative amounts of which depend on the ratio of the relative characteristic impedances 
of each pair of boundary materials.  This impedance is a function of material density and the 
speed wave hitting the interface.   If material attenuation is low, these reflections will combine 
with late arriving components of the original signal, thus complicating feature identification. 

For non-zero angles of incidence, the character of the wavefront will also change as it hits the 
interface.  Called mode conversion, the change in angle of the wavefront will convert part of the 
incoming wave from longitudinal to shear and vice versa.  Flexural waves that may not have 
been present in the original waveform can also be excited.   

Finally, cylinders have natural frequencies that are a function of their length and wave veloc-
ity.  As an AE burst is made up of numerous waves of different frequencies, resonance can be 
expected.  Another interesting effect of dispersion is that higher order resonant modes are no 
longer integer multiples of the fundamental frequency.  This can complicate identification of 
these artefacts. 

In traditional AE processing, various AE parameters are used for describing AE signals. AE 
energy is calculated by integrating the signal over time. Amplitude and frequency analysis are 
more meaningful parameters for measuring continuous emissions, whilst count rate and energy 
analysis are useful for burst emission characterisation [7]. Defining a burst as an event that ex-
ceeds a certain threshold, the following features will be extracted and analysed in Part 1 of this 
study: 

Peak amplitude 
Burst energy 
Duration and/or total counts 
Rise time and/or counts to peak 
Signal strength. 

 266  



2. Experimental Method 
 

A variety of short waveguides were tested to illustrate the effects of (a) material properties; 
(b) length; (c) diameter; (d) face angle and (e) source point on the transmission and reception of 
pulsed AE bursts.  
 

Forty-eight (48) waveguides were tested in total, fabricated from five materials: Delrin acetal 
resin (white extruded bar, exact grade unknown), common mild steel (exact grade unknown), 
SS316, 2024-T3 aluminium and sintered 99.9% alumina ceramic (α-Al2O3).  Approximate mate-
rial properties are summarised in Table 1.  Sensor face angles were 0˚, 30˚, 45˚ or 60˚; lengths 
were 30, 43 or 51 mm; and diameters were 5 or 8 mm.  Unless otherwise stated, the rod face at-
tached to the pulser was flat. 

 
Test specimens were grouped as follows: 

(a) 5 sets of 8-mm diameter waveguides with face angles of 0˚, 30˚, 45˚ and 60˚ from each of the 
four materials (20 waveguides in total).  Lengths were set at 43 mm between centres (at 
which pulser and receiver were located). 

(b) 3 sets of 8-mm diameter, shorter (30 mm) waveguides with face angles of 0˚, 30˚, 45˚ and 
60˚; from Delrin, 2024-T3 aluminium and SS316.   

(c) 2 sets of narrower (5 mm) mild steel rods, 30mm and 43mm in length, with face angles of 0˚, 
30˚, 45˚ and 60˚. 

(d) 3 longer (51 mm) rods from Delrin, 2024-T3 aluminium and SS316, 0˚ sensor face angle. 
(e) 5 8-mm diameter, 43-mm long rods from mild steel (1 of), SS316 (1 of) or AL2024-T3 (3 of), 

each with one end tapered (45˚) to a point (pulser end).  The sensor end was always flat.  
 

More specifically the details of each were: 
• 1 x MS waveguide with dull point 
• 1 x SS316 waveguide with sharp point 
• 1 x AL2024-T3 waveguide with a flat point (1.6 mm in diameter) 
• 1 x AL2024-T3 waveguide with dull point 
• 1 x AL2024-T3 waveguide with sharp point 
The following designation is used to describe samples: 
 Material x Diameter in mm x Nominal Length in mm “PT“ (optional). 
To quantify the effect of each waveguide, data was also collected from the sensor mounted di-
rectly on the pulser face.  The resulting values were used to normalise all data. 
 

Table 1: Approximate acoustic properties of test materials used in theoretical calculations. 
* Properties given for Delrin [9]. 

 

Material 
Abbreviation Density

(g/cm3) 
cL 

(mm/µs) 
cT 

(mm/µs) ZL 

Delrin * DR 1.42 1.8 0.9 2.6 
Mild Steel MS 8.00 5.6 3.1 45 

SS316 SS 7.89 5.7 3.0 45 
AL2024-T3 AL 2.77 6.4 3.1 17.7 

α-Al2O3 ALM 3.9 10.6 3.5 40.6 
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Longitudinal pulses, representative of AE bursts, were generated by a DECI Model SE25-P 
sensor driven by a DECI Model 600 pulser, set at 150V.  A waveguide holder (Fig. 3) was fabri-
cated to ensure that the relative positions of the sensor, waveguide and pulser were kept constant.  
The pulser was attached to the underside of the holder with a Delrin collar containing 8 rare earth 
magnets and two locating pins to ensure repeatable orientation.  Incorporated into the sensor 
mount was a screw and spring that held the sensor firmly against the top waveguide face.  This 
could be oriented to any angle.  O-rings prevented the waveguides from contacting the sides of 
the sample holder.  Silicone grease was used as a couplant between the pulser-waveguide and 
waveguide-sensor faces. 

Bursts were detected using a B1080 Digital Wave Corp. single-ended wideband AE sensor 
connected to a PAC 2/4/6 preamplifier supplying a gain of 20 dB and fitted with 100-1000 kHz 
bandpass filters.  Data was recorded with a PAC PCI-2 card, which was housed in a 2.8-GHz 
Pentium-IV desktop computer.  Prior to digitisation, signals were bandpass filtered onboard at 1-
3000 kHz.  A fixed trigger threshold was set at 50 dBAE.  For each waveguide, between 128 and 
300 triggered waveforms, each consisting of 8192 samples with 256 pre-trigger samples, were 
collected and digitised at 10 MHz.  

Various burst features were collected using PAC’s AEWin software for each triggered event, 
including peak amplitude (in dBAE), AE energy, signal strength, duration, rise time and AE 
counts.  These were then averaged and graphed.  All values used in any particular average varied 
by less than 2% indicating high pulser repeatability.  Individual waveforms were also captured 
and averaged to remove the effects of random instrumentation noise. 

 

  Fig. 3  Waveguide holder. 

3. Results and Observations 
 
3.1 Burst profiles 

As can be seen clearly in Fig. 4, waveform profiles being received by the sensor vary signifi-
cantly between materials.  Alumina ceramic appears by first inspection most like the face-to-face 
signal but greatly reduced in amplitude.  On the other hand, waveforms associated with both 
steels are significantly protracted and full of broadband artefacts.  Aluminium wavefront also 
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Fig. 4 Time waveforms for flat waveguide samples. Different y-scales are used to facilitate better 
appreciation of waveform profiles. Time scales are identical. 

appears filled with similar broadband artefacts.  This loss of waveform fidelity was also observed 
by Ono, in his tests on longer samples of the same material using lasers as a source of AE [10].   
Mode separation is most obvious in the Delrin sample, which has also lost the pulse’s sharp 
wavefront. 

 
Fig. 5  Amplitude for different flat-faced waveguides. 
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Fig. 6  Amplitude versus face angle for all sets of angled samples. 

 

 
Fig. 7  Effect on amplitude by using a pointed waveguide. 

 
3.2 Amplitude and energy 

The effects on amplitude were very similar for most waveguides as can be seen from Figs. 5 
to 7.  The trend for energy was similar. These show that both parameters decreased with length, 
increased diameter and increased face angle.  As expected, attenuation was higher for α-Al2O3 
and Delrin. For the three materials from which different length waveguides were tested, ap-
proximate values for attenuation were calculated (see a table below).  

 
Although these numbers are very approximate, they do indicate that Delrin’s broadband at-

tenuation is highly non-linear and in this application (across the frequency range studied) signifi-
cantly less than predicted by the literature. 
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 Average peak amplitudes of samples in dBAE Attenuation 

 30 mm 51 mm Difference dB/m 

SS316 107.7 101.0 6.7 319 

AL2024-T3 105.6 100.2 5.4 257 

Delrin 95.3 90.5 4.8 229 
 
3.3 Rise time, duration and counts 

Rise-times (and counts to peak) were greatest for Delrin, due to its much lower speed, and 
obvious mode separation.  Otherwise material effects on rise-time were minimal.  There were 
also no clear relationships between length, face angle and rise-time.  The same cannot be said for 
pointed waveguides, as shown in Fig. 8, which caused rise-times to increase significantly in all 
three materials tested. 

 

 
Fig. 8  Effect of pointed end on rise-times. 

 
Durations (and AE counts) were affected by material properties, as shown in Fig. 9.  Results 

support initial observations from time waveforms, with steel samples showing the highest dura-
tions, which increased with both length and diameter. 

However, results for other materials were less consistent.  Although alumina appeared to 
have a very similar waveform to the originating pulser burst, its much smaller duration value 
suggests that its calculation is as much a feature of the fixed threshold value as it is the waveform 
profile: a small signal takes less time to drop below the fixed 50 dBAE trigger level.  (A smaller 
threshold, closer to the true noise floor, may have lessened this affect.)Neither face angles, nor 
end points had any appreciable effect on durations. 
 
4. Discussion 
 
4.1 Effect of material 

Little difference in the time domain can be seen between mild steel and stainless steel 
waveguide responses, especially when compared to other material samples.  AE features analysed 
were also consistent between the two steel grades, indicating that neither material has any obvious 



 
Fig. 9  Material effects on duration. 

 
acoustic superiority over the other.  Durations and counts were substantially higher in both 
grades of steel and both features increased with rod length.  The reason for this is not immedi-
ately obvious from the tests in this paper but is the subject of investigations presented in Part 2. 
 

Of the metallic specimens, 2024-T3 aluminium samples transmitted pulses with the least sig-
nal distortion.  However waveforms still appeared protracted and filled with broadband artefacts 
not present in the original signal, although not as much as in either steel.  Alumina ceramic was 
the least distorted of all materials, with signals appearing similar to the originating bursts.  Del-
rin, due to its much slower wave speed, showed the clearest mode separation of all materials. 

 
As predicted, overall attenuation of both energy and peak amplitude was greatest in non-

metallic waveguides, however rudimentary calculations based on drop in peak amplitude for dif-
ferent lengths indicated that this was not as severe as was expected.  Furthermore, any attenua-
tion present in Delrin seemed to be non-linear and therefore longer waveguides caused propor-
tionally less attenuation than shorter guides across the traditional AE bandwidth. 
 
4.2 Effect of length, diameter and face angle 

Attenuation also increased with length and diameter (where measured).   Reasons for the lat-
ter are not clear, and were only tested for one material (mild steel) but may be due to the in-
creased number of modes present in wider rods (below cutoff).  This will be discussed further in 
Part 2. In all materials, attenuation increased significantly with face angle, particularly above 30 
degrees.  This is probably because mode conversion is causing redirection of energy into modes 
that the transducer is less able to detect. 
 
4.3 Effect of pointed source end 

Pointed 43-mm waveguides attenuated the signals by over 12 dB when compared to similar 
flat waveguides with adequate couplant.  This was greater than the attenuation quoted by other 
researchers [10, 11].  The type of point also made a significant difference on amplitude and en-
ergy attenuation with finer (sharper) points causing greater signal reduction than rounder or flat 
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points.  This may allude to the discrepancy between these values and those published in other 
work.    
 
5. Conclusions 
 

Although signals passing through metallic waveguides were not attenuated significantly, sig-
nals were protracted and appeared as if contaminated by reflections and resonance artefacts.  
Conditions deteriorated with length and diameter.  It is possible that much longer waveguides 
(>100mm) might avoid this problem due to the additional attenuation that would be incurred; 
however this requires further verification.   On the other hand, α-Al2O3 did not suffer from this 
problem, with primary bursts being easily separated from subsequent reflections. Although alu-
mina had a higher overall attenuation, measured bursts showed significantly less distortion and 
(except for amplitude and energy due to its increased attenuation) best-matched AE features of 
face-to-face signals.   

 
Unfortunately, use of waveguides in AE testing cannot be avoided, however their implemen-

tation must be properly considered.   Whenever feasible, specific designs should be tested prior 
to installation to determine actual transmission characteristics.   

 
Further effects on transmission of modal information will be investigated in Part 2.   
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Abstract 
 

This paper presents the effects of varying waveguide material and/or shape on the frequency 
and joint-time-frequency characteristics of pulsed acoustic emission (AE) events.  Forty-eight 
solid cylindrical waveguides were fabricated from alumina ceramic, mild steel, stainless steel 
(SS316), 2024-T3 aluminium or extruded Delrin.  Three different lengths, two diameters and 
four sensor face angles were tested.  The effects of a point at the source end of the waveguide 
were also verified.  Analysis methods included continuous wavelets, short time Fourier trans-
forms and standard Fourier transforms.  Results showed that detected signals are dominated by 
the resonant harmonics of the waveguides, particularly with commonly used waveguide materi-
als such as aluminium and steel.  
 
Keywords: acoustic emission testing, finite waveguides, wave propagation, modal AE, wavelets. 
 
1. Relevant Theory 
 

The solutions to the general wave equation for acoustic waves travelling through infinitely 
long isotropic cylinders are detailed in references [1 - 3].  Additionally, key points applicable to 
this research work were summarised in Part 1 [1]. 
 
1.1 Effect of finite ends 

Finite cylinders have natural frequencies according to the following: 

 
  
f n =

c
2nL

 (1) 

where c is the wave speed, n is an integer and L is the length of the waveguide.  For materials 
analysed in this study, the corresponding values based on the longitudinal wave speed are listed 
in Table 1. 
 

Table 1  Approximate natural frequencies of cylindrical rods with differing diameters. 
 

cL fn in kHz 
  for length in m 

Material 
 

(abbreviation) 
 (mm/µs) 0.03 0.043 0.051 

Delrin (DR) 1.8 30 21 18 

Mild Steel (MS) 5.6 93 65 55 

SS316 (SS) 5.7 95 66 56 

AL2024-T3 (AL) 6.4 107 74 63 

α-Al2O3  (ALM) 
10.6 177 123 104 
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1.2 Frequency signal processing 
Traditionally, frequency analysis has not been used to describe AE signals because material 

induced AE is generally broadband (energy is distributed across a wide range of frequencies) or 
unduly influenced by the natural frequency of the sensor.  However, in certain cases amplitude 
spectra can be useful to quickly ascertain the presence of specific frequencies.  Additionally, 
some researchers have observed that certain types of faults change the relative distribution of en-
ergies between different frequency bands [2].  

 
1.3 Advanced joint-time-frequency techniques 

Fourier transformation (commonly referred to as FFT), used in traditional vibration analysis, 
destroys all time information: a FFT calculation returns all frequencies that are present in the 
signal irrespective of whether they exist for its entire duration or are only transitory.  Therefore, 
in general, FFT analysis should only be performed on stationary and ergodic signals.   

Burst emissions are neither ergodic, nor stationary.  Therefore over the last decade many re-
searchers have attempted to characterise AE signals by more advanced techniques such as wave-
lets [3-8], Wigner-Ville functions [9], short-time Fourier Transforms (STFT) [10] and Kalman 
filtering [11], of which wavelets are the most common.  Known collectively as joint-time-
frequency-analysis, these techniques investigate how frequencies change with time, but require 
significantly more computing power to implement than standard frequency analysis.   

STFTs can be thought of as simply an extension of traditional FFTs; the time-frequency 
space is effectively divided into a number of equal blocks and then a windowed Fourier trans-
form is performed on each block.  Blocks are overlapped slightly to overcome errors caused by 
applying the window function.  Results are typically displayed on a contour plot, called a spec-
trogram, or a 3-D x-y-z (time-frequency-amplitude) plot.   Unfortunately, ultimate resolution is 
limited by the uncertainty principal (∆t∆ω ≥ 0.5 ) so the only way to increase temporal resolu-
tion is to decrease frequency resolution and vice versa. 

Continuous-time wavelet transforms (CWT) on the other hand, are special mathematical 
functions that split a signal into non-uniform sections (windows), localised in time and scale 
[12].  Scale is related to, but not synonymous with, frequency.  The relationship between a 
block’s central frequency and its bandwidth is always constant and decreases exponentially.   

 
To determine values for each block, wavelet transformation dilates and translates a basis 

function (called a mother wavelet).  The CWT is simply the cross correlation of the time signal 
x(t) with this dilated and translated wavelet: w (( t − b a ) / a )  or in layman’s terms: how well the 
dilated, translated wavelet matches the original signal.  The results of this process are then dis-
played as a spectrogram or xyz plot, very similar in appearance to the STFT.   

 
CWT generally has superior resolution over STFT because of this non-uniform division of 

time and scale: at higher scales, signals are divided into very short blocks of time, allowing iden-
tification of very quick, impulsive events, whilst at lower scales they are highly localised in 
scale, facilitating identification of specific frequencies.  This makes them incredibly useful for 
identifying sharp (i.e. high frequency) bursts and discontinuities that may be masked by larger 
stationary signals or noise (low frequency).  Unfortunately a CWT generally takes more time to 
compute than an STFT. 
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One commonly used wavelet in AE analysis is the Gabor (otherwise known as Morlet) func-

tion [8], also used by the AGU-Vallen freeware.  Its function is defined by the following: 
  (1)   w(t ) = exp(−t 2 / 2)cos(5t )
The relationship between scale, a, and centre frequency, fc, for the Morlet wavelet is given by the 
following [13]: 

 

  

f c =
f s where a=0

5 f s

2πa
a>0






 (2) 

where fs is the sampling rate in Hertz.  The relationship between centre frequency and bandwidth 
therefore becomes: 

 
  

centre frequency
bandwidth

=
5 f s / 2πa

1/ a
=

5 f s

2π
≈ 0.8  (3) 

Similarly, the translated position on the x-axis, b, is determined by: 

 xb =
b × N x

f s

 where b=0,1,2...,N/N x  (4) 

where Nx is the number of time samples per time division and N is the total number of samples.  
For efficient computation, these should both be integral powers of 2 (eg. 64, 1024, 8192 etc).   
 
1.4 Modal AE 

It is assumed that specific faults propagate by a defined set of one or more dispersive modes, 
the characteristics of which are a function of material properties and dimensions [1].  Modal AE 
involves acquiring and digitizing AE time signals, from which individual propagation modes are 
then identified and extracted.  Information about particular modes can then be quantified in an 
attempt to identify and/or source the underlying faults.   

 
2. Experimental Method 
 

A variety of short waveguides were tested to illustrate the effects of material properties, 
length, diameter, face angle and source point on the transmission and reception of pulsed AE 
bursts. Details of samples tested and experimental method was described at length in Part 1.  
 
2.1 Additional post-processing  

After capturing burst data using AEWin (Physical Acoustics software for PCI-2 board), 32 
sequential bursts of 8192 samples each (digitised at 10 or 40 MHz) were synchronously time-
averaged and post-processed using programs written in National Instrument’s graphical pro-
gramming language, LabVIEWTM (Version 6.1).  Due to the highly transient nature of the AE 
data, no window or overlapping was applied prior to performing an FFT; as bursts were always 
captured completely within each dataset, spectral leakage was considered highly unlikely.   

 
To exclude the effect of sensor-pulser response, cross-spectra were performed against the 

face-to-face averaged signal and results determined in terms of the magnitude and phase output.  
Coherence was checked, but always found to be equal to one.  Paradoxically, the effect of the 
sensor-pulser was easier to appreciate by superimposing its FFT over waveguide amplitude spec-
tra, so this is the selected presentation method implemented here. 
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 (a) 10 MHz (b) 40 MHz 
 

Fig. 1  Wavelet transforms at different sampling rates (Face-to-face signals). 

STFT and CWT analysis was performed using programs written in LabVIEW, using stan-
dard modules from the LabVIEW Signal Processing Toolset (Version 7)[6].  Wavelet results 
were also compared with the output from AGU-Vallen freeware and found to be comparable 
(see Fig. 3).  Improved resolution obtained by increasing sampling rate from 10 MHz to 40 MHz 
can be seen in Fig. 1. Unless otherwise indicated, wavelet spectrograms in this paper were digi-
tized at 40 MHz. 

 

 

 
 

Fig. 2 Difference in resolution between (a) STFT in dBAE and (b) CWT, log scale (Delrin 51-mm 
sample). Computing times were 594ms and 15141ms respectively. 

 
Wavelet processing used a Mortlet wavelet as the mother wavelet and for this work computa-

tion was based on 600 scales and 100 samples per time window. 
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Fig. 3 Comparison of results obtained from the custom written programs in LabVIEW and 
the AGU-Vallen wavelet tool. LabVIEW parameters: 600 scales, 100 samples per time in-
crement, ~30 seconds processing time. AGU-Vallen parameters: frequency resolution of 
5kHz, 1000 wavelet samples, ~60 seconds processing time. 
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STFTs were undertaken using 1024 frequency increments and a Hanning window.  As the 

simultaneous time-frequency resolution of the STFT has functional limitations, two sets of 
graphs with time increments of 128 or 512 samples per time window to extract improve temporal 
and spatial resolution respectively, were created for each sample.  

 
As expected, CWT provided better simultaneous time-frequency resolution (see Fig. 2) than 

any one STFT but took significantly longer to compute; the respective STFT and CWT functions 
behind the spectrograms shown in Fig. 2 took 594 and 15141 ms to calculate respectively (i.e. 
wavelets took almost 30 times longer).  Nevertheless, wavelets offer a visually more economic 
display of time-frequency information and therefore are predominantly shown herein.  It should 
be noted however, that computing multiple STFTs, with different time and frequency intervals 
provides the same information in a much shorter time (albeit in two graphs), and therefore would 
be more appropriate for real-time feature extraction. 
 
2.2 Modal analysis 

A commercially available software package called DISPERSE (Version 2.0.16c) was used to 
generate individual modes for the materials being analysed.  These were then superimposed over 
the signals using a standard drawing package; frequency and time scales were matched appropri-
ately.   

Unfortunately, exact material properties for the various materials (particularly Delrin and 
mild steel) were not known and due to limited access to DISPERSE, examining slightly different 
values to obtain better modal matching was not possible.  Therefore some discrepancies can be 
expected, particularly for Delrin and mild steel. 

3. Frequency Results  

3.1 Flat waveguides 
Resulting averaged amplitude spectra for all flat 43-mm waveguides are given in Fig. 4. The 

face-to-face spectrum is also plotted to show the effect of its non-uniform frequency response on 
other results.  (Wavelet plots are given in Fig. 11.) Spectra of metallic waveguides are dominated 
by harmonics of longitudinal rod frequencies.  The first of these peaks (~60 kHz) matches the 
results listed in Table 1.  This is confirmed by observing the changing location of these peaks for 
different rod lengths (see Fig. 5); modal frequencies are independent of length. 
 

Alumina is also affected by rod resonance, but due to its much higher wave speed, there are 
fewer harmonics permeating the bandwidth of interest.  Additionally, the material’s frequency-
dependant damping seems to reduce the effect of rod resonance above 600 kHz. Similarly, Del-
rin’s high damping [1] is probably the reason no resonant effects can be seen in its amplitude 
spectra. 
 
3.2 Pointed Waveguides 

The effects of points at the source of the waveguide are depicted in Figs. 6 and 7. This shows 
that all points reduced low and high frequency content and amplified rod resonances, contrary to 
other reported results [15].  The magnitude of these effects depended on the type of point, with 
smaller, sharper points being most deleterious. 
 
3.3 Angled waveguides  

Changes in spectral content resulting from different sensor face angles can be seen in Figs. 8 
and 9. (Results from 43 mm x 8 mm SS316 samples are shown, but similar findings were found 
 279  



 

 
Fig. 4 Amplitude (in dB) – frequency (kHz) spectra of averaged time signals. (Face-to-face spec-
trum shown as a shadow on each graph.) 

 
Fig. 5  Increasing rod length decreases frequency  of resonant peaks (aluminium samples). 

 
for other materials).  As angle increases, overall amplitudes decrease and resonant peaks become 
more pronounced.  For metallic guides new spectral components become noticeable, particularly 
above 45˚.  These were not obvious in narrow (5-mm diameter) mild steel rods, alumina or Del-
rin guides. In the latter case, virtually no changes to spectral content were observed as angles in-
creased.  Narrow MS rods in fact showed patterns very similar to alumina waveguides, implying 
that these additional spectral artefacts are indeed due to higher order modes below their cut-off 
frequencies. 
 

It was difficult to relate mild steel and Delrin theoretical modes with experimental results, 
implying that the actual material properties differed to those given (Table 1 in Part 1). (Mild 
steel’s spectrogram is not shown, but the analysis of the 43-mm samples showed it was almost 
identical to that of SS316.) 
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Fig. 6 Effects of different types of points on the resulting frequency spectrum (43-mm long, 8-
mm diameter aluminium samples). 
 

 
Fig. 7 Effect of points on wavelet spectrograms. 

 
Although no correlation with theoretical results was obtained for Delrin, it is deduced that its 

CWT spectral peaks are nevertheless most likely from transmission of the originating burst via 
two different dispersive modes, because samples clearly demonstrated mode separation (see Fig. 
10) and no discernible change in frequency. 
 

Early arrival of high frequency information (~700 kHz), which cannot be matched to any 
modes, is most obvious in the SS316 spectrogram, but can also be seen in plots for other materi-
als.  This is also present in the face-to-face spectrogram (Fig. 1), indicating that these are proba-
bly frequencies from the pulser or resonance in the sensor (neither being truly broadband).  Simi-
lar peaks can sometimes be seen at approximately 110 kHz, 350 kHz and 580 kHz, depending on 
the amplitudes of neighbouring spectral highlights.  
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Fig. 8 Changes in wavelet spectrograms for changing face angles (30-mm aluminium samples). 

 
Fig. 9  Effect of face angles of FFT spectra (43-mm long SS316 samples). 
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Fig. 10  Mode separation is clearly evident in Delrin waveguides. 

 
Fig. 11  Wavelet spectrograms with longitudinal mode frequencies. 43 mm x 8 mm waveguides 

(Phase modes are shown as dotted lines, group modes as solid lines). 
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Fig. 12  CWT from 43-mm long, 60˚ waveguides (Data sampled at 10 MHz) 

 
As already discussed, face angles caused significant mode conversion and energy redistribu-

tion from the first longitudinal group mode.  Interestingly, no appreciable energy can be ob-
served in flexural modes at non-zero face angles, contrary to the authors’ expectations.  Instead 
most energy is contained in the first few rod resonances, whilst in the case of metallic 
waveguides, new spectral artefacts are also visible (Fig. 13).  These are much more prevalent in 
wider guides, at face angles of 45˚ and 60˚ and may be due to the excitation of radial waveguide 
resonances.  For 8-mm diameter SS316 rods, theory predicts this to be around 400 kHz, which 
corresponds with frequencies seen in Fig. 13d).   

 
The actual frequency of the second longitudinal rod resonance peak also reduces slightly as 

angle increases, probably because the absolute waveguide length increases (centre-centre dis-
tances are kept constant). 

4. Discussion 

4.1 Effect of material 
In all metallic and alumina waveguides, the first longitudinal group mode was the mechanism 

by which bursts were transmitted through the waveguides.   Modal identification in Delrin sam-
ples was inconclusive.   

Of all materials tested, alumina ceramic best retained the shape and frequency characteristics 
of the originating (face-to-face) waveform, albeit with significantly reduced amplitude (dis-
cussed in Part 1).  Although some reflections could be seen in its CWT spectrogram, these were 
easily separated from the original pulse.   Some excitation of the waveguide’s first and second 
resonant frequencies was also observed.  Narrow (5mm) steel waveguides were almost as effec-
tive in retaining original waveform shape, without the attenuation.    

Lower damping and slower wave speeds caused larger diameter metallic waveguides to lose 
all waveform fidelity; late arriving components of the first longitudinal group mode merged with 
subsequent reflections and numerous harmonics of the waveguide’s natural frequency.  The re-
sult was a protracted and irregular waveform, with a highly resonant spectrum.    
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Fig. 13  Changes due to different face angles for 30-mm SS316 waveguides do not correspond 
with flexural modes (only one shown for clarity).  Standard amplitude spectrum showing 
changes in location of 2nd resonance peak is shown in (e). 
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Delrin waveguides showed little or no resonant effects due to the material’s high damping, 

although waveforms had little resemblance to the originating pulses in either temporal appear-
ance or frequency content.    

4.2 Effect of length and diameter 
Longer rods accentuated mode separation and decreased the frequency of resonant modes.   

Unfortunately, harmonics of fundamental resonant frequencies permeated the entire bandwidth, 
affected only by the material’s inherent damping, implying that lengthening rods to reduce these 
frequencies, in unlikely to be successful.  Conversely, shortening rods so that fundamental fre-
quencies are above the frequency range of interest is impractical in all but the fastest acoustic 
materials (even a 10-mm alumina waveguide would still have a fundamental frequency at around 
530 kHz).  Modal content was otherwise unaffected by length. 

 
Reducing diameter had a significant effect of the frequency and modal content of resulting 

waveforms by limiting the number of modes by which signals could be transmitted.  Although 
individual modes (above the first longitudinal group mode) could not be identified in CWT spec-
trograms, narrower waveguides had significantly fewer spectral artefacts than their wider coun-
terparts.  

 
4.3 Effect of face angle 

Face angles of 45˚ or 60˚ caused energy to be transferred from the first longitudinal velocity 
to longitudinal and/or radial resonant modes.  Only waveforms being transmitted through Delrin 
waveguides remained unaffected by face angle, although amplitudes did decrease as shown in 
Part 1.  

 
4.4 Effect of a pointed source end 

Contrary to results published by others, pointed waveguides affected waveform profiles and 
frequency content significantly.  Not only were amplitudes and energies attenuated, resonant ef-
fects were amplified and certain high and low frequency regions were filtered.  Steels and alu-
minium were affected similarly.  The severity of changes depended on the shape of the wave-
form tip, with sharper points being most detrimental.    

  
5. Conclusions 
 

This work indicates that waveform integrity is affected by the number of modes available for 
signal propagation.  This in turn is directly related to acoustic wave speed and inversely propor-
tional to waveguide diameter.  Therefore, narrow waveguides fabricated from materials with 
very high acoustic velocities (ceramics) should best retain waveform properties.  

 
In commonly used materials such as aluminium, mild steel and stainless steel, longitudinal 

resonance artefacts dominate frequency responses in all but very narrow guides.  These effects 
are magnified by application of a point on the end of a waveguide, or by angling the sensor face, 
which also excites radial resonances.  Consequently, both should be avoided if trying to maintain 
waveform integrity. 

 
Although use of waveguides in AE testing cannot be avoided, their implementation must be 

properly considered; dispersion, attenuation, mode conversion and/or waveguide reflections oc-
curring within the waveguide will affect the signals being detected by the sensor.  If possible, 
ends should be square and parallel and materials should be selected depending on the transmis-
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sion characteristics required for a particular monitoring task.  If possible, specific designs should 
be tested prior to installation so that transmission characteristics can be verified.   
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EWGAE 2004 Welcome
Hartmut Vallen, Organizer, EWGAE2004

Good morning Ladies and Gentlemen.
Welcome to Germany, welcome to Berlin Adlershof, welcome to the 26th Conference of
the European Working Group on Acoustic Emission.

Before the chairman of EWGAE presents the formal greetings I would like to mention a
few organizational items.

We are happy to announce that 150 participants have registered for the conference,
that is the highest number of participants EWGAE ever had. 23 countries are
represented:

Germany                         33,
UK                                   27
France                             12,
Czech Republic               12
Japan                                8
Russia                               8
Ukraine                              8
USA                                   6
Poland                               6
Spain                                 6
Austria                               5

Three or less participants come from
Sweden                                   3
Netherlands                            3
Belgium                                   2,
Greece                                    2
Switzerland                             2
Finland                                    1,
Italy                                         1,
Israel                                       1,
Saudi Arabia                           1,
Thailand                                  1,
Korea                                      1
And farthest away: Australia   1,

You are all welcome.

The response to our Call for Papers was very exciting. We received much more
abstracts than expected. So we had to decide for parallel sessions. We could develop a
programme with 75 lectures, 7 in common sessions and 68 in parallel sessions.  That
means you can only see and hear 41 of the 75 presentations. We must ask for your
understanding, if two presentations of your interest are scheduled for the same time
slot.

You will see that a few titles do not well fit to their session theme. This is due to re-
arrangements caused by last minute cancellations. We ask the concerned colleagues
for their understanding.

Moving from one room to the other between the presentations should be possible. We
ask the session chairs to grant 15 minutes presentation time, 4 minutes discussion and
1 minute for the move between the rooms.

If a presentation must be cancelled, the session will be interrupted and shall continue at
the time foreseen for the next presentation.  We ask those who wish to move between
the rooms to leave in time to be in place before the new presentation starts. Please do
not move if you see you will be late and disturb the beginning of the other presentation.

Coffee and Lunch buffet will be served in the Newton Cabinet, Posters are presented in
the Pasteur cabinet. In the foyer in front of Pasteur Cabinet, the exhibitors await your
visit.



Concerning the social programme:

Tonight, we will enjoy a guided bus tour through Berlin’s center. The last session ends
on 16:50. Busses will wait in front of the entrance. They will depart at 17:15. After the
sight seeing programme, we will have a dinner buffet at the Ratskeller in Köpenick.
From there the busses will leave at 22:45 for the Dorint Hotel. Those who want to go to
another place can leave the bus at S-Bahn station Adlershof.

Tomorrow, the last session will end at 17:10. You will go to Opernpalais “Unter den
Linden” in City Center on your own. Tickets are already provided. The travel by S-Bahn
takes about 40 minutes. You have enough time for looking around and see other
places, if you like. Please arrive a quarter before 8pm to enjoy an aperitif, before the
dinner starts.

During the banquet, we will listen to Professor Hans Maria Tensi, who, 50 years ago,
continued Joseph Kaiser’s studies at Technische Hochschule München. He coined the
term “KAISER EFFECT.” While that banquet presentation will provide us with relaxed
entertainment, I would like to thank Professor Tensi for his contribution to the
Proceedings, the keynote paper: “The KAISER-EFFECT and its Scientific Background.”

On Friday noon, immediately after the closing of the technical session, the business
meeting will be held. All members of EWGAE are invited to join that meeting. Most
important topic is to vote for the next meeting place.

After Mr Svoboda’s greeting address, the chairmen of the American and Japanese AE-
working groups, Mr Drouilard and Professor Ohtsu will present their greetings. Then the

President of DGZfP will open the Conference.

I wish all of us a successful, interesting meeting and good talks.

Now, I would like to hand over to Vaclav Svoboda, acting chairman of the EWGAE.

Thank you.



OPENING REMARKS

Thomas F. Drouillard, Chairman, AEWG (USA)

Good morning.
On behalf of the American Acoustic Emission Working Group, I bring you greetings.
This is indeed a great honor and pleasure for me to attend my first EWGAE Confer-
ence.  I would like to take this opportunity to introduce some of our AEWG members
who are here with us today:

From the Czech Republic: Mr. Vaclav Svoboda - His application for membership was
just approved at our last meeting.

From Germany: Mr. Jochen Vallen, who is our Vice Chairman. Jochen also was co-
recipient of the Publication Award last year.
Mr. Hartmut Vallen - who last year was elected a Fellow of the AEWG.
From Japan: Prof. Yasuhiko Mori
Prof. Masayasu Ohtsu, Publication Award recipient, and Fellow of the AEWG.
Prof. Kenichi Yoshida, who was elected a Fellow at our last meeting.
Prof. Mikio Takemoto, who was co-recipient of last year's Publication Award.
Dr. Tomoki Shiotani

From the United States:
Mr. Allen Green - co-founder, Gold Medal and Special Recognition Award recipient,
and Fellow of the AEWG.
Prof. Kanji Ono - Gold Medal, Achievement, and Publication Award recipient, and
Fellow of the AEWG.  Kanji is also Editor of the Journal of Acoustic Emission.
Prof. Marvin Hamstad - Gold Medal and Achievement Award recipient, and Fellow
of the AEWG.

As you can see, we really are an international organization.  Incidentally, both co-
founders of EWGAE - Dr. Adrain Pollock and the late Dr. Don Birchon  are members of
the AEWG.

The AEWG was founded in 1967. In July of this year, we held our 47th meeting at Penn
State University in University Park, Pennsylvania.  Our 48th meeting will be held next
May, 2005, in Houston, Texas, and our 49th meeting in 2006, at the University of Cali-
fornia in Berkeley, California. You can find information on the AEWG and on these
meetings on our Website:

 www.aewg.org

You are all cordially invited to attend any and all of our meetings. We welcome our in-
ternational colleagues, and hope you will plan to give a technical presentation of your
current research and applications of acoustic emission technology.

I would also like to remind you of the Journal of Acoustic Emission.  If you have any
questions or would like to submit a paper for publication, please see Prof. Kanji Ono.

And finally, let me remind you that for a valuable resource on AE, you are invited to
search the AE Database at the Grainger Engineering Library, at the University of Illi-
nois:
    <http://shiva.grainger.uiuc.edu/ae/opent1.asp>
If you have any questions or want further information about the AE collection, please
see Allen Green.



I thank you for the privilege of speaking to you this morning and wish you a very suc-
cessful meeting.

Thank you.

OPENING REMARKS

Professor M. Ohtsu, Chairman, Japanese Comm. on AE

Guten Morgen

I am very pleased to be able to participate the 26th European Conference on Acoustic
Emission Testing.  My name is Masayasu Ohtsu.  Currently, I am the chairman of Ja-
panese AE Working group organized in the Japanese Society of Nondestructive In-
spection, JSNDI.  Also from this year, I am a chairman of RILEM Technical Committee,
TC-ACD: Acoustic Emission and NDT for Crack Detection and Damage Evaluation in
Concrete.

In Japan, we have held the International Acoustic Emission Symposium (IAES) every
two year, since 1972.  This year in November, we are going to hold the 17th Symposium
(IAES-17).

Concerning IAES series, we really  appreciate that many members of European Wor-
king Group on Acoustic Emission have participated and contributed to our symposia.
So, on behalf of Japanese AE committee, I thank you for your cooperation with AE re-
search activities in Japan and we are willing to cooperate further in order to promote AE
research and to keep our beautiful friendship.

Danke schon.



EWGAE 2004 History About EWGAE-40813.Doc

European Working Group on Acoustic Emission (EWGAE)

The European Working Group on Acoustic Emission (EWGAE) was formed in 1972 by a
number of people throughout Europe who were already engaged in acoustic emission
research.

At that time, Acoustic Emission research was performed

in England by Adrian Pollock at Cambrige Consultants, by Don Birchon at the Admiralty
Materials Laboratory, by Peter G. Bentley at Risley Engineering and Materials Laboratory of
the U.K. Atomic Energy Authority, by Brian Harris at the University of Sussex;
in Germany by Jürgen Eisenblätter and Peter Jax at Batelle Institut;
in France by P. F. Dumousseau at CETIM, by Madame Nicole Chretien and E.G.
Tomachevsky at Centre d’Etudes Nucleaires de Saclay, Commissariat a l’Energie Atomique;
in Italy by M. Mirabile at Centro Sperimentale Metallurigco in Rome;
in Denmark by Arved Nielsen at the Research Establishment Riso, Danish Atomic Energy
Commission;
in The Netherlands by J.C.F. DeKanter at the Technische Hogeschool Delft.
(This list may not be complete)

The first European meeting on the subject was the “Institute of Physics Conference on
Acoustic Emission” which was organized by Adrian Pollock and held in March 1972 at
Imperial College in London. Fifteen papers from throughout Europe and USA were presented.
The success of this conference established both the interest and the need for forming a
working group. Consequently, Pollock and Birchon organized the European Stress Wave
Emission Working Group which held its first meeting in November 1972, at the Admiralty
Materials Laboratory in England. During their second meeting at Batelle-Institut in September
1973, the group formally adopted their present name, European Working Group on Acoustic
Emission. The letterhead logo was designed by Patricia Preston, graphics designer at
Cambridge Consultance.

During the late 1970s and early 1980s, the Codes Subgroup of EWGAE published 5 codes of
practice. In 1991, the work of this group was taken up by a new working group on AE (WG7)
within TC138, the Technical Committee for NDT within CEN. This working group is
comprised of national representatives who have been nominated by their respective National
Standards Institutions. The first Convenor of WG-7 was Emilio Fontane of CISE, Italy. After
his retirement in 2003, Peter Tscheliesnig of TÜV Austria was appointed and is currently
serving as Convenor of the group. Since 2000, the following standards for AE, developed by
TC138-WG7 have been published:

• Acoustic Emission Terminology (EN1330-9),
• General Principles (EN 13544),
• Equipment Description (EN 13477-1),
• Equipment Characterization (EN 13477-2),
• Examination of Metallic Pressure Equipment during Proof Testing (prEN14584).

These Standards have significantly contributed to the today’s acceptance of the AE testing
method in Europe.



During the last 8 years, active members within the CEN TC138-WG7 were:
E. Fontana (Italy), P. Tscheliesnig (Austria), H. Vallen, (Germany), L. Rogers and P. Cole
(U.K.),  C. Herve and J.C.L. Lenain (France), A. Anastasopoulos (Greece). New active
members of the group are J. Bohse (Germany) and H. Schoorlemmer (The Netherlands).

Since 2000, the European Standard for Qualification and Certification of NDT Personnel,
EN473, covers the AE testing method (abbreviation: AT) and defines details for the
education. DGZfP in Germany has already held a remarkable number of certification courses
for level 1, 2 and 3 in accordance with the rules of EN473 in German language. Main
lecturers of these courses were J. Eisenblätter, P. Tscheliesnig, H. Vallen. An EN473-conform
course in English language is in preparation.

The following table gives an overview of the positive development of the EWGAE
conferences held since 1990 and demonstrates the increasing desire to exchange ideas and
experience:

No. Year Month City Country No. of Participants

19th 1990 Oct Erlangen Germany 33
20th 1992 April Leuven Belgium 45
21st 1994 Nice France Combined with ECNDT
22nd 1996 May Aberdeen U.K. 78
23rd 1998 May Vienna Austria 83
24th 2000 June Senlis/Paris France 99
25th 2002 Sept Prague Czech Republic 108
26th 2004 Sept. Berlin Germany 150

AE Testing in Europe is now well established in several important areas of proof testing, in-
service monitoring, corrosion, and leak detection. Development of the technology continues
to be driven by the needs of the industry to reduce inspection and maintenance costs while
preserving its assets and personnel safety. The advancements of PC technology has positively
influenced new developments in hardware and software for powerful and user-friendly
testing equipment.

Members of the present EWGAE Executive Committee:
Name Country Function

Vaclav Svoboda Czech Republic Chairman
Peter Tscheliesnig Austria Secretary
Len Rogers U.K. Treasurer
Hartmut Vallen Germany Organizer of EWGAE-2004
Catherine Herve France
Jean Claude Lenain France

Information gathered by:
Hartmut Vallen,

Some of the information used in this article has been taken from the Introduction in "Acoustic
Emission: A Bibliography with Abstracts" by T.F. Drouillard (Plenum 1979) and earlier
EWGAE conference proceedings.
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The primary objective of the EWGAE is the exchange of infor-
mation on acoustic emission (AE), with particular emphasis on
scientific and technical development. It is the pleasure of
EWGAE and DGZfP to invite everybody interested in AE, expe-
rienced specialists as well as beginners, scientists as well as
practitioners, AE service providers as well as AE equipment
manufacturers, to discuss latest developments at the 

26th European Conference on Acoustic Emission Testing

(EWGAE 2004),

to be held on September 15 -17, 2004, in Berlin, Germany. 

We are happy to submit a programme with a wealth of infor-
mation about very different applications. The participants will
enjoy presentations and discussions about the traditional use of
AE in pressure vessel testing, various industrial applications, the
use of AE in medical and biological fields, and on objects of
very different size and materials: metals, composites, concrete,
rock, and others. Other important topics are AE from corrosion
and other source mechanisms, wave propagation and location,
new sensor technologies, sensor calibration, new equipment
and equipment verification. 

The social events include: on the first evening a guided sight-
seeing tour through Berlin, one of the most exciting cities in
Europe, and a festive dinner evening on the second. 

The organizers hope the participants will remember that con-
ference as one of the most interesting and exciting events. 

Hartmut Vallen Wilfried Hueck
Member of Member of Board
Executive Committee of EWGAE of DGZfP 

PREFACE
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The conference will be accompanied by an exhibition, which
will show innovative equipment in the fields related to the con-
ference topics. Equipment producers, distributors and service
providers are invited to use this broad international forum to
present their products.

We offer a small and a large variant of exhibition sites:

The small site (about 4 square meter) includes a table, 230 V
AC Power, a surface. The rate is € 400 plus 16% VAT and inclu-
des the participation fee for one person (no paper presenter)
caring for the exhibition and frequenting the sessions. 

The large site includes up to three tables, 230 V AC Power and
surfaces for three posters. The rate is € 1350 plus 16% VAT
and includes the participation fee for two persons (no paper
presenters) caring for the exhibition and frequenting the sessi-
ons plus a one page advertising in the proceedings.

The deadline for registration is May 15, 2004

Advertisment in the proceedings:

1 page format DIN A 5 inside, black and white € 250,00 plus
16% VAT (a page is included in the fee of the large exhibition
site)

Deadline for delivery of data files for advertisement is May 15,
2004

For registration please (Exhibition and/or advertisement) use
the electronic registration form under www.ewgae2004.de or
contact the Symposium Secretariat: 

Phone: +49 (0) 30 67807120; Email: tagungen@dgzfp.de

EXHIBITION
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9:20 Opening

H. Vallen, National Organizing Committee (Germany) 
V. Svoboda, Chairman EWGAE (Czech Republic)
T. Drouillard, Chairman AEWG (USA) 
M. Ohtsu, Chairman AEWG (Japan) 
J. Völker, President DGZfP (Germany)

A Start Session

Chair: V. Svoboda, Prague (Czech Republic); L. Rogers, London (United
Kingdom)

1 Acoustic Emission Measurement System for the 
10:00 Orthopedical Diagnostics of the Human Femur and

Knee Joint 
H.-J. SCHWALBE, GIEßEN; R.-P. FRANKE, ULM; H.-P. DÖRNER, BAD

GRIESBACH; B. ZIEGLER, GIEßEN (GERMANY)

2 Corrosion Testing of Ship Building Material with 
10:20 Acoustic Emission  

P. TSCHELIESNIG, WIEN (AUSTRIA)

3 An Investigation into the Comparison of Maintenance 
10:40 Strategies Past, Present and Future by enhancing

Periodic Proof Testing with Acoustic Emission to gene-
rate reliable through Life Structural Integrity Assurance 
G. DRUMMOND, ABERDEEN (UNITED KINGDOM)

11:00 Coffee break

A1 Pressure Equipment 

Chair: A. Anastasopoulos, Athen (Greece); C. Caneva, Rome (Italy)

4 Acoustic Emission Experience with AE Monitoring of 
11:30 New Vessels during Initial Proof-Test 

P. COLE, S. GAUTREY, N. WAY, CAMBRIDGE (UNITED KINGDOM)

5 Defect Detection by Acoustic Emission Examination of 
11:50 Metallic Pressure Vessels 

F. RAUSCHER, WIEN (AUSTRIA)

6 Experience of Acoustic Emission Method (AE)  
12:10 Application at Equipment Diagnostics 

E. NEFEDJEV, A. SUDAKOV, ST. PETERSBURG (RUSSIA)

12:30 Lunch break

Wednesday, September 15, 2004 Session A



B1 Acoustic Emission from Concrete 

Chair: T. Shiotani, Chiba (Japan); F. Finck, Stuttgart (Germany)

7 Quantitative Damage Estimation of Concrete Core 
11:30 based on AE Rate Process Analysis 

M. OHTSU, T. SUZUKI, KUMAMOTO (JAPAN)

8 Acoustic Emission for Monitoring Damage 
11:50 Accumulation in Reinforced Concrete Structures 

B. SCHECHINGER, T. VOGEL, ZÜRICH (SWITZERLAND)

9 Acoustic Emission Monitoring of the Fracture Behaviour 
12:10 of Concrete containing various Size and Shape of Glass

Aggregates 
A.M. SIDDIQUI, A. CHOUDHURY, I. MERCHANT, ABERDEEN (UNITED

KINGDOM)

12:30 Lunch break

Session B Wednesday, September 15, 2004
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A2 Pressure Equipment / Medical and Biological Applications

Chair: F. Rauscher, Wien (Austria); C. Herve, Senlis (France)

10 Use of AE Method Abilities for Petrochemical 
13:40 Equipment Inspection 

B.S. KABANOV, V.P. GOMERA, V.L. SOKOLOV, A.A. OKHOTNIKOV, 
V.P. FEDOROV, KIRISHI (RUSSIA)

11 In Service Inspection of Spherical Tank using AE in Wave
14:00 Guide Configuration 

J. CATTY, M. MEDIOUNI, J. MENETRIER, C. HERVE, SENLIS (FRANCE)

12 Acoustic Emission of Transpiring Plants - new Results 
14:20 and Conclusions 

R. LASCHIMKE, M. BURGER, STRASSBERG; H. VALLEN, ICKING (GERMANY)

13 Ultrasound Acoustic Detection of Cavitation Events in 
14:40 Water Conducting Elements of Tree Stems 

S. ROSNER, S. KIKUTA, WIEN (AUSTRIA)

15:00 Coffee break

A3 Tanks, Civil Structures

Chair: P. Tscheliesnig, Wien (Austria); R.-P. Franke, Ulm (Germany)

18 Field Testing of flat bottomed Storage Tanks with 
15:30 Acoustic Emission - a Review on the gained Experience 

G. LACKNER, P. TSCHELIESNIG, WIEN (AUSTRIA)

19 Acoustic Emission Monitoring of Concrete Hinge Joint 
15:50 Models

K. HOLFORD, R. PULLIN, R. LARK, CARDIFF (UNITED KINGDOM)

20 Noise Localization in large Civil Structures using AE 
16:10 D. PRINE, EVANSTON (USA)

21 Damage Quantification of Railway Structures using AE 
16:30 Activity 

T. SHIOTANI, CHIBA; H. HAYA, TOKIO (JAPAN)

16:50 End of session

Wednesday, September 15, 2004 Session A
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B2 Acoustic Emission from Rock

Chair: J. Eisenblätter, Ober-Mörlen (Germany); M. Ohtsu, Kumamoto (Japan)

14 AE Kaiser Effect and Electromagnetic Emission in the 
13:40 Deformation of Rock Sample 

Y. MORI, Y. OBATA, CHIBA, NARASHINO (JAPAN); J. SIKULA, BRNO

(CZECH REPUBLIC)

15 Characterization of Acoustic Emission Sources in a Salt 
14:00 Rock Specimen under Triaxial Load 

G. MANTHEI, OBER-MÖRLEN (GERMANY)

16 Possibilities of Forecasting of Rock Sample Total Fracture
14:20 by Application of Correlation Analysis of Acoustic

Emission Events Series 
J. VILHELM, T. LOKAJICEK, V. RUDAJEV, PRAGUE (CZECH REPUBLIC)

17 The Migration of Acoustic Emission Foci in the 
14:40 Dependence on Acting Load of Rock Samples 

J. VEVERKA, V. RUDAJEV, PRAGUE (CZECH REPUBLIC)

15:00 Coffee break

B3 Acoustic Emission from other Materials

Chair: G. Manthei, Ober-Mörlen (Germany); M. Takemoto, Sagamihara
Kanagawa (Japan)

22 Phase Transition Studies in PZT Ceramics using Acoustic 
15:30 Emission 

K. PRABAKAR, A. DODE, S. MALLIKARJUN RAO, S. MANJUNATH RAO,
HYDERABAD (INDIA)

23 Acoustic Emission Behavior of Martensitic 
15:50 Transformation in Early Stage during Deformation of

Cu-Al-Ni Shape Memory Alloy Single Crystals 
K. YOSHIDA, K. HANABUSA, TOKUSHIMA CITY TOKUSHIMA

PREFECTURE; K. HORIKAWA, TOYONAKA OSAKA (JAPAN)

24 Acoustic Emission Testing of Diamond-Like Carbon Coa-
16:10 tings under Slip-Rolling Friction 

M. LÖHR, BERLIN (GERMANY)

25 AE Monitoring from CVD-Diamond Film-subjected to 
16:30 Micro-Indentation and Pulse Laser Spallation 

R. IKEDA, M. TAKEMOTO, H. CHO, SAGAMIHARA KANAGAWA

(JAPAN); K. ONO, UCLA (USA)

16:50 End of session

Session B Wednesday, September 15, 2004
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A4 Other Industrial Applications

Chair: P. Cole, Cambrigde (United Kingdom); G. Drummond, Aberdeen (United
Kingdom)

26 Acoustic Emission of Fatigue-deformed Aluminum Alloys
9:00 for Automotive Panels 

K. HORIKAWA, TOYONAKA OSAKA; Y. TAKEUCHI, K. YOSHIDA,
TOKUSHIMA CITY TOKUSHIMA PREFECTURE; H. KOBAYASHI, TOYONAKA

OSAKA (JAPAN)

27 Detection of Fatigue Crack Growth in Aircraft Landing 
9:20 Gear

K. HOLFORD, R. PULLIN, M. BAXTER, CARDIFF (UNITED KINGDOM)

28 Condition Monitoring using Acoustic Emission Method
9:40 R. MURRAY, V. SVOBODA, F.  ZEMLI`́CKA, PRAGUE (CZECH REPUBLIC) 

29 Cracks Detection on Metal Parts by Acoustic Emission 
10:00 C. DELALANDE, O. RENCKERT, CHALETTE SUR LOING LOIRET (FRANCE)

30 Identification of Common Faults in a small HSDI Diesel 
10:20 Engine using Acoustic Emission 

A.K. FRANCES, ABERDEEN (UNITED KINGDOM)

10:40 Coffee break

A5 Process Monitoring / Rotating Machineries

Chair: J.-C. Lenain, Sucy en Brie Cedex (France); D. Mba, Cranfield (United
Kingdom)

36 AE Signals from Process Monitoring 
11:10 T. BRADSHAW, P. COLE, CAMBRIDGE; D. MBA, CRANFIELD,

BEDFORDSHIRE (UNITED KINGDOM)

37 Monitoring of Gas Turbine Operating Parameters using 
11:30 Acoustic Emission 

R. DOUGLAS, M. JENKINS, J. STEEL, R. REUBEN, P. KEW, EDINBURGH

(UNITED KINGDOM)

38 Determining the Size of a Bearing Defect with Acoustic 
11:50 Emission 

A. AL-GHAMDI, D. MBA, CRANFIELD, BEDFORDSHIRE (UNITED

KINGDOM)

39 Detection of Incipient Cavitation in Centrifugal Pumps
12:10 using Acoustic Emission 

L. ALFAYEZ, D. MBA, CRANFIELD, BEDFORDSHIRE (UNITED KINGDOM)

40 Semi-Real Time Neural Classification of Acoustic Emission
12:30 Signals for Drive System Coupling  Crack Detection 

A. TSIMOGIANNIS, A. ANASTASOPOULOS, ATHEN (GREECE) V.
GODINEZ, F. SHU, R. FINLAYSON, LAWRENCEVILLE (USA), B.
O´DONN, PATUXENT RIVER MD (USA)

12:50 Lunch break

Thursday, September 16, 2004 Session A
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B4 Acoustic Emission from Leak / Composites 1

Chair: A.J. Brunner, Dübendorf (Switzerland); P. Gradin, Sundsvall (Sweden)

31 Frequency Characteristics of Acoustic Emission 
9:00 Waveforms during Gas Leak 

K. YOSHIDA, T. KAWANO, TOKUSHIMA CITY TOKUSHIMA PREFECTURE; 
K. HORIKAWA, TOYONAKA OSAKA (JAPAN)

32 Differentiation of Micro-Failures in Glass Polypropylene 
9:20 Composites by Means of Acoustic Emissions Technologies

C. RAMIREZ, M. PHARAOH, N. REYNOLDS, N. PAPADAKIS, COVENTRY

WARWICKSHIRE (UNITED KINGDOM)

33 Damage Analysis of Polymer Matrix Composites by 
9:40 Acoustic Emission Testing 

J. BOHSE, BERLIN (GERMANY)

34 Acoustic Emission Technique to assist the Formula One 
10:00 Designer in Structural Design 

C. ROWLAND, L. BULTER, M. PRESTON, HUNTINGDON

CAMBRIDGESHIRE (UNITED KINGDOM)

35 Acoustic Emission Monitoring of Buckling Behavior in 
10:20 Impact-Damaged Composite Plates 

K. HOLFORD, C. FEATHERSTON, M. EATON, CARDIFF (UNITED

KINGDOM)

10:40 Coffee break

B5 Acoustic Emission from Composites 2

Chair: J. Bohse, Berlin (Germany); K.Yoshida, Tokushima (Japan)

41 Acoustic Emission applied to mechanically loaded Paper 
11:10 D. GRAHAM, D. KAO, B. KNIGHT, GREENWICH (UNITED KINGDOM); 

P. GRADIN, P. ISAKSSON, S. NYSTRÖM, SUNDSVALL (SWEDEN)

42 On the Application of Wavelet Transform of AE Signals  
11:30 from Composite Materials 

T. LOUTAS, V. KOSTOPULOS, RIO PATRAS (GREECE)

43 Acoustic Emission Characteristics of Pultruded Fiber 
11:50 Reinforced Plastics under Uniaxial Tensile Stress 

N. ATIVITAVAS, T. POTHISIRI, BANGKOK (THAILAND); J. FOWLER, AUSTIN

(USA)

44 Acoustic Emission Studies on Fracture Behaviour of 
12:10 CFC-Materials under various Loads 

P. MAJERUS, T. HIRAI, J. LINKE, JÜLICH (GERMANY); J. COMPAN,
PARIS (FRANCE)

45 Dynamic Health Monitoring of Metal on Metal  
12:30 Hip Prostheses Using Acoustic Emission 

C. ROWLAND, A. TAYLOR, M. BROWNE, SOUTHAMPTON, HANTS

(UNITED KINGDOM)

12:50 Lunch break

Session B Thursday, September 16, 2004
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A6 Acoustic Emission from Gears / Wave Guide

Chair: M. Wevers, Leuven (Belgium); J. Sell, Wolfegg (Germany)

46 Acoustic Emission Source during a Gear Mesh 
14:00 C.K. TAN, D. MBA, CRANFIELD, BEDFORDSHIRE (UNITED KINGDOM)

47 Acoustic Emission for Identifying Seeded Defects in 
14:20 Gearboxes; Limitations 

D. MBA, C.K. TAN, CRANFIELD, BEDFORDSHIRE (UNITED KINGDOM)

48 The Effect of Waveguide Shape on AE Transmission 
14:40 Characteristics 

J. SIKORSKA, J. PAN, CRAWLEY (AUSTRALIA)

49 Rods and Tubes as AE Waveguides 
15:00 K. ONO, LOS ANGELES (USA); H. CHO, SAGAMIHARA KANAGAWA

(JAPAN)

15:20 Coffee break

A7 New Sensors / Other Testobjects

Chair: D. Prine, Evanston (USA); H. Vallen, Icking (Germany)

54 Active Fiber Composites for Application as Acoustic 
15:50 Emission Sensors: Principles and Characterisation 

A.J. BRUNNER, M. BARBEZAT, P. FLUELER, C. HUBER, X. KORNMANN, 
DÜBENDORF (SWITZERLAND)

55 Steel Plate Coupled Behavior of MEMS Transducers 
16:10 Developed for Acoustic Emission Testing 

D. OZEVIN, S. PESSIKI, BETHLEHEM; D.W. GREVE, I.J. OPPENHEIM,
PITTSBURGH (USA)

56 Optical Fibre Sensor for Damage Monitoring in 
16:30 Composite Laminate 

R. DE OLIVEIRA, O. FRAZAO, J.L. SANTOS, A.T. MARQUES, PORTO

(PORTUGAL)

57 Acoustic Emission to assess the structural Condition of 
16:50 Bronze Statues. Case of the „Nike“ of Brescia 

C. CANEVA, F. DOMENICHINI, S. VISKOVIC, A. PAMPALLONA, ROME

(ITALIY)

17:10 End of session

Thursday, September 16, 2004 Session A
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B6 Acoustic Emission from Corrosion

Chair: G. Lackner, Wien (Austria); A.M. Siddiqui, Aberdeen (United Kingdom)

50 Acoustic Emission from Rust in Stress Corrosion Cracking
14:00 H. CHO, M. TAKEMOTO, SAGAMIHARA KANAGAWA (JAPAN)

51 Acoustic Emission during Stress Corrosion Cracking 
14:20 Tests

M. TAKEMOTO, H. CHO, SAGAMIHARA KANAGAWA (JAPAN)

52 A comparative Study of Corrosion in an Aluminium Alloy
14:40 and Mild Steel using Acoustic Emission and Microscopic

Techniques 
A.M. SIDDIQUI, S. JIHAN, A. CHOUDHURY, A. ABDU, ABERDEEN

(UNITED KINGDOM)

53 Acoustic Emission during Hydrogen Charging of Alloys 
15:00 K. TRAPL, P. SAJDL, P. KU`́CERA, PRAGUE (CZECH REPUBLIC)

15:20 Coffee break

B7 Other Advanced Analysis Methods

Chair: Y. Mori, Narashino Chiba (Japan); H. Schoorlemmer, Rotterdam
(Netherlands)

58 Basic Pprinciples of Acoustic Emission Tomography 
15:50 F. SCHUBERT, DRESDEN (GERMANY)

59 Acoustic Emission for On-Line Monitoring Damage in 
16:10 various Application Fields 

M. WEVERS, LEUVEN (BELGIUM)

60 Acoustic Emission Technique and Potential Difference 
16:30 Method for Detecting the Differents Stage of the Crack

Propagation in Carbon and Stainless Steel 
C. ENNACEUR, A. LAKSIMI, C. HERVE, M. MEDIOUNI, SENLIS

(FRANCE)

61 Influence of the Weak Mechanical Disturbances on the 
16:50 Fracture Nucleation Behavior according AE

Measurements 
S. ELIZAROV, MOSKAU; V. KOUXENKO, N. TOMILIN,  ST. PETERSBURG

(RUSSIA); X.-C. YIN, PEKING (CHINA)

17:10 End of session

Session B Thursday, September 16, 2004
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A8 Wave Propagation and Location

Chair: K. Ono, Los Angeles (USA); K. Holford, Cardiff (United Kingdom)

62 Electronic Noise Effects on Fundamental Lamb-Mode AE 
9:00 Signal Arrival Times Determined using Wavelet

Transform Results 
M. HAMSTAD, DENVER (USA)

63 Advanced Real Time Source Location Applications 
9:20 H. SCHOORLEMMER, ROTTERDAM (NETHERLANDS)

64 Investigation of Fracture Processes using Moment Tensor
9:40 Inversion Technique 

F. FINCK, C.U. GROßE, H.-W. REINHARDT, STUTTGART (GERMANY)

65 Source Location on Cylinder Liners using Acoustic 
10:00 Emission 

A. ROBERTSON, P. NIVESRANGSAN, R. DOUGLAS, J. STEEL, 
R. REUBEN, EDINBURGH (UNITED KINGDOM)

66 Processing of Acoustic Emission Signals in dispersive 
10:20 Media

M. BLAHACEK, PRAGUE (CZECH REPUBLIC)

10:40 Coffee break

A9 Calibration of Sensors, Equipment

Chair: M. Hamstad, Denver (USA); V. Svoboda, Prague (Czech Republic)

72 Towards traceable Calibration of Acoustic Emission 
11:10 Measurement Systems: Development of a Reference

Source at the UK's National Physical Laboratory 
P. THEOBALD, S. DOWSON, TEDDINGTON MIDDLESEX (UNITED

KINGDOM)

73 Monitoring Techniques based on Wireless AE  
11:30 Sensors for large Structures in Civil Engineering 

C.U. GROßE, F. FINCK, J.H. KURZ, H.-W. REINHARDT, STUTTGART

(GERMANY)

74 Development of a Finite Element Model for the UK's 
11:50 National Physical Laboratory Acoustic Emission

Reference Facility
P. THEOBALD, P. GELAT, TEDDINGTON MIDDLESEX (UNITED

KINGDOM); F. SCHUBERT, DRESDEN (GERMANY)

75 Possibilities and Limits of an automated AE-Channel-
12:10 Verification Process 

H. VALLEN, J. FORKER, G. CORNEANU, ICKING (GERMANY)

12:30 Closing of technical sessions

12:40 Business Meeting followed by light lunch

Thursday, September 16, 2004 Session A
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B8 Data Management / Vendor Applications

Chair: H. Kühnicke, Dresden (Germany); L. Sodomka, Liberec (Czech Republic)

67 Using a Data Base Tool for the Efficient Administration 
9:00 of AE-Data 

H. VALLEN, J. VALLEN, J. FORKER, G. CORNEANU, ICKING (GERMANY)

68 Overview of new Acoustic Emission (AT) Systems, PAC-
9:20 Developments 

J. SELL, WOLFEGG (GERMANY)

69 Evaluation of Acoustic Emission Signals during 
9:40 Monitoring of Thick-Wall Vessels Operating at Elevated

Temperatures 
A. ANASTASOPOULOS, A. TSIMOGIANNIS, ATHEN (GREECE)

70 Acoustic Emission (AE) Loose Parts Monitoring 
10:00 Application in a Nuclear Power Plant 

J. LENAIN, SUCY EN BRIE CEDEX (FRANCE); M. CARLOS, PRINCETON

(USA)

71 About  the Experience of our Acoustic Emission 
10:20 Equipment Application in Various Industries 

M. PODLEVSKIKH, V. BELOV, A. GLUSHKO, O. TARUTIN, MOSKAU

(RUSSIA)

10:40 Coffee break

Session B Thursday, September 16, 2004
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P1 Wavelet Processing of Acoustic Emission Signals from
Scratch Tests on Nitride Coatings 
A. Gallego, Granada; M. Garcia-Hernandez, Jaen (Spain), R.
Piotrkowski, San Martin, J.E. Ruzzante, Buenos Aires
(Argentina) 

P2 Acoustic Emission during the Scratch-Test on galvanized
Steel 
A. Gallego, J. Gil, J. Piqueras, J. Rodriguez, J. Vico, Granada
(Spain), R. Piotrkowski, San Martin; 
J.E. Ruzzante, Buenos Aires (Argentina)

P3 Comparison between Concrete-Black Steel and Concrete-
Galvanized Steel Bond via the Pull-Out Test supplied with
Acoustic Emission 
A. Gallego, J. Rodriguez, J. Vico, M. Ortega, J. Piqueras, J. Gil,
V. Jimenez, Granada (Spain)

P4 Similarity Matrices as a new Feature for Acoustic Emission
Analysis on Concrete 
J.H. Kurz, F. Finck, C.U. Große, H.-W. Reinhardt, Stuttgart
(Germany)
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